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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Anthony G. Galaitsis—For contribu-
tions to the control of machine noise and
vibration.

Anatoliy Ivakin —For contributions to
the understanding of scattering of sound
by the seafloor.

Jerry Lilly —For contributions to the
dissemination of noise control knowl-
edge.

Chaslav Pavlovic—For contributions to
objective measures of speech intelligibil-
ity, standards, and hearing aids.
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Jeffery Jones selected recipient of the 2001
Stetson Scholarship

Professor Raymond H. Stetson, a pioneer investigator in phonetics and
speech science. Its purpose is to facilitate the research efforts of promising
graduate students and postgraduates. The Scholarship includes a $3000 sti-
pend for one academic year. Past recipients have been Roger Steeve~1999!
and Elizabeth K. Johnson~2000!.

Applications for the award are due in March each year. For further infor-
mation about the award please contact the Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502, Tel: 516-
576-2360, Fax: 516-576-2377, E-mail: asa@aip.org. Application informa-
tion can also be found on the ASA Home page at^http://asa.aip.org/
fellowships.html&.

Volunteers Review Patents of Acoustical
Interest

The ‘‘Reviews of Acoustical Patents’’ section of the Journal is produced
by a group of volunteers who read and review patents of relevance to their
areas of expertise.

Each week, the United States Patent and Trademark Office releases ap-
proximately 3000 new patents covering a wide range of topics. These new
releases are searched to find those patents which might be of interest to
readers of theJournal. The topics currently being selected for possible re-
view include the use of ultrasonics in medicine and industry, noise and
vibration control in buildings, automobiles, and aircraft, underwater effects
of sound, loudspeaker design, earphones, hearing aid design and ear protec-
tion, and speech transmission and processing.

Copies of the selected patents are purchased by the Acoustical Society
and mailed to the reviewers, who study them and make the final decision as
to whether the patent would merit being reviewed for publication. Currently,
14 reviewers volunteer their time to make these decisions and to write their
reviews of the patents.

George L. Augspurger has been a JASA patent reviewer for more than
10 years. He is the principal consultant and president of Perception Incor-
porated, a consulting group in Los Angeles specializing in architectural
acoustics and sound system design. George is a Fellow of the Audio Engi-
neering Society and a member of the United States Institute of Theatre
Technology. The company, Perception Inc., maintains membership in the
National Council of Acoustical Consultants.

Robert B. Colemanhas reviewed patents for the Acoustical Society for 6
years. He is a Principal Engineer in Applied Physics for BBN Technologies
in Cambridge, Massachusetts.

Alireza Dibazar has only recently started writing patent reviews for the
Acoustical Society. He is a student at the University of Southern California
in Los Angeles, studying under Dr. Michael Arbib in the Department of
Biomedical Engineering.

John Erdreich has been reviewing patents for JASA for at least 20 years.

He is a principal in the firm Ostergaard Acoustical Associates in West Or-
ange, New Jersey. John participates in the ASA technical committees on
Noise, Architectural Acoustics, and Biomedical Ultrasound/Bioresponse to
Vibration. He is a past chair of the Long Range Planning committee and has
served on Medals and Awards, the Technical Council, Special Fellowships,
numerous Standards working groups, ASACOS, and also served as president
of the National Council of Acoustical Consultants.

Ibrahim Hallaj has been a patent reviewer for a little over 1 year. He is
a Technology Specialist at Wolf, Greenfield & Sacks, P.C., a Boston law
firm specializing in intellectual property law. Ibrahim is active in the ASA
through its committees and meetings. He is a member of the Technical
Committee on Biomedical Ultrasound/Bioresponse to Vibration and a past
Technical Program Organizing Committee representative. Ibrahim has orga-
nized and chaired ASA meeting sessions and is a JASA author. He is also a
member of IEEE, the American Bar Association, and the Boston Bar Asso-
ciation.

Hassan H. Namarvar started reviewing patents during the summer of
2001. He is employed by the University of Southern California in Los An-
geles as a research assistant in the Department of Biomedical Engineering.
Hassan is also a member of the student council of the Acoustical Society.

David Preveshas been a patent reviewer for 2 years. He is self-employed
as a technical consultant in the hearing aid industry and previously served as
Vice President of Research and Development for Songbird Hearing in Cran-
bury, New Jersey. David is chair of the S3/WG48 working group on hearing
aid measurements and is a fellow of the Acoustical Society.

Daniel Raichelstarted reviewing patents during the summer of 2001. He
was an Adjunct Professor for the City University of New York’s Graduate
Center and worked with the School of Architecture, Urban Studies, and
Landscape Design. He is now on the Auxiliary Faculty of Colorado State
University in Fort Collins, Colorado. Daniel is a member of the College of
Fellows Steering Committee and Acoustics Education Committee and orga-
nized and chaired a number of sessions in Noise, Bioacoustics, and Acous-
tics Education. He is a Fellow of the ASME International, Member of Audio
Engineering Society and the American Physical Society.

Lloyd Rice has been reviewing speech-related patents for JASA since
1977, following in the footsteps of Homer Dudley. Since late 1999, he has
edited the Patent Reviews section of the Journal, trying to carry on in the
tradition of Dan Martin’s prodigious efforts. In January 1999, Lloyd retired
from Syvox, Incorporated, in Boulder, Colorado, where he worked for 10
years as a DSP programmer in speech recognition. Lloyd has been active in
the Speech technical area of ASA since the 1970s. He is a member of IEEE
and the Audio Engineering Society.

Carl J. Rosenberghas been reviewing patents for about 15 years. He is
the president of and a principal in the ASA sustaining member company
Acentech, Incorporated in Cambridge, Massachusetts. Carl is a member of
the ASA Technical Committee on Architectural Acoustics.

Kevin Shepherd started reviewing patents for the Acoustical Society 4
years ago. He is the head of the Structural Acoustics Branch of NASA
Langley Research Center in Hampton, Virginia. Kevin was the Chair of the
ASA meeting held in Norfolk, Virginia in 1998 and will serve as a technical
program chair for the 144th ASA Meeting in Cancun, Mexico.

William Thompson, Jr. has been a patent reviewer for about 11 years.
He was recruited by the late Dan Martin at the ASA meeting held at Penn
State in 1990. Bill is Professor Emeritus of Engineering Science at Penn
State University and is on the ASA committee on Education. He previously
served on the committee on Engineering Acoustics.

Eric E. Ungar has kept records of his patent reviewing since 1980, but
believes that he started reviewing earlier than that. He is a Chief Engineer-
ing Scientist for Acentech Incorporated in Cambridge, Massachusetts, a title
he has held since retiring in 1996 from BBN~formerly known as Bolt
Beranek and Newman, Inc.!, where he had the title of Chief Consulting
Engineer.

Robert C. Waag reviews patents for JASA in the area of acoustical
imaging as well as related areas such as measurements of scattering. He
does not recall how many years he has been a patent reviewer, but says that
Floyd Dunn recommended him as a reviewer during the time Dan Martin
was working as Associate Editor for Patent Reviews. During spare moments
at the joint ASA–ASJ meeting in Hawaii in 1978, Robert worked on re-
views for a large accumulation of patents provided to him by Dan Martin.
Robert is the Yates Professor of Engineering at the University of Rochester
in Rochester, New York. He has also been a member of the ASA Physical

ASA member Jeffery Jones was
selected the recipient of the 2001
Raymond H. Stetson Scholarship in
Phonetics and Speech Production. Mr.
Jones is a graduate student in the De-
partment of Psychology at Queen’s
University in Kingston, Ontario,
Canada. He received a B.A.~Hons!
from McMaster University and an
M.A. from Queen’s University. His
current research includes issues related
to the motor coordination of speech
organs, studies on linguistic issues
related to speech production, and con-
trol of the aerodynamics of speech pro-
duction.

This scholarship, which was estab-
lished in 1998, honors the memory of

Jeffery A. Jones
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Acoustics Technical Committee on and off over the years.
When asked why they wanted to invest the time to review patents for

JASA, each of the reviewers mentioned the opportunities for keeping in
touch with recent technical developments in their field. This benefit was
mentioned as being important for the reviewer as well as for the entire
readership of theJournal. Some reviewers also mentioned the pleasure in
seeing the names of their friends and associates appear as authors of an
issued patent.

In addition, a reviewer offered specific thoughts on the nature of patents
and their importance to our technically oriented society: ‘‘Although not
nearly a settled debate, I believe that responsible protection of intellectual
property promotes invention and permits inventors to invest resources in the
development of their ideas, which later result in benefits to society at large.
It is unfortunate that many scientists possess superb technical talents but are
unable to harness the economic value of their efforts to the same degree that
other professionals do. By providing some service to theJournal I hope to
use my experience to the benefit of other ASA members and to raise the
awareness of intellectual property issues among ASA members.’’

Besides the above-mentioned areas of technical interest, reviewers are
being sought to cover several areas notably missing from the list. The most
prominent gap is that of musical acoustics. Patents describing a wide variety
of new musical instruments and music processing technology were reviewed
by Dan Martin while he also served as the Editor-in-Chief and as Patent
Reviews Associate Editor. Other areas of active interest as indicated by the
number of papers presented at the ASA meetings and by the number of new
patents issued include microelectronics devices, piezoelectric devices, sur-
face wave technologies, and a variety of industrial vibration detection and
application technologies.

LLOYD RICE

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2002
21–23 February National Hearing Conservation Association Annual

Conference, Dallas, TX@NHCA, 9101 E. Kenyon Ave.,
Ste. 3000, Denver, CO 80237; Tel.: 303-224-9022; Fax:
303-770-1812; E-mail: nhca@gwami.com; WWW:
www.hearingconservation.org/index.html#.

10–13 March Annual Meeting of American Institute for Ultrasound
in Medicine, Nashville, TN@American Institute for
Ultrasound in Medicine, 14750 Sweitzer Lane, Suite
100, Laurel, MD 20707-5906; Tel.: 301-498-4100 or
800-638-5352; Fax: 301-498-4450; E-mail:
conv–edu@aium.org; WWW: www.aium.org#.

3–7 June 143rd Meeting of the Acoustical Society of America,
Pittsburgh, PA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

19–21 August INTER-NOISE 2002, Dearborn, MI@INTER-NOISE
02 Secretariat, The Ohio State University, Depart-
ment of Mechanical Engineering, 206 West 18th
Ave., Columbus, OH 43210-1107; E-mail: hp
@internoise2002.org#.

2–6 December Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress of Acoustics
and 9th Mexican Congress on Acoustics, Cancun,
Mexico @Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#.

2003
28 April–2 May 145th Meeting of the Acoustical Society of America,

Nashville, TN @Acoustical Society of America,
Suite1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: asa.aip.org#.

10–14 November 146th Meeting of the Acoustical Society of America,
Austin, TX @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2004
17–21 May 75th Anniversary Meeting~147th Meeting! of the

Acoustical Society of America, New York, NY@Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

Statistics—17th International Congress on Acoustics in Rome 2001
Statistics of the 17th International Congress on Acoustics which was held in Rome in September 2001 have now been released by the organizers.
The last column of the compilation below shows the number of registered participants from the various countries represented at the congress. The other

columns show the number of participants at previous Congresses held in Paris~1983!, Toronto~1986!, Belgrade~1989!, Beijing ~1992!, Trondheim~1995!,
and Seattle~1998!. The table reflects the fact that there have been some political changes in the 18 years covered by these statistics.

Country Paris Toronto Belgrade Beijing Trondheim Seattle Rome

Algeria 1 0 0 0 1 0 1
Argentina 3 5 0 0 0 0 5
Armenia 0 0 0 1
Australia 3 19 4 12 19 36 27
Austria 0 0 2 0 6 11 10
Belarus 0 0 0 2
Belgium 19 8 9 4 9 15 23
Brazil 1 4 1 3 3 12 18
Bulgaria 3 1 6 0 0 0 0
Canada 30 171 18 10 10 75 17
Chile 1 0 0 1 1 2 3
China 15 19 15 370 4 47 30
Colombia 0 0 0 0 0 1 0
Croatia 1 0 0 6
Cuba 1 0 0 0 0 0 0
Czech Republic 4 3 11
Czechoslovakia 6 1 7 0
Denmark 36 23 19 9 28 17 25
Egypt 2 1 1 0 0 1 1
Estonia 0 4 2 3
Finland 5 2 4 2 10 7 14
France 350 98 67 35 63 95 99
Germany~FRG! 100 71 55 32 41 49 64
Germany~GDR! 2 1 3
Greece 3 0 3 0 0 1 4
Hong Kong 2 0 0 2 0 4 0
Hungary 8 3 22 0 11 1 6
Iceland 0 0 0 0 0 0 1
India 10 7 8 3 3 9 12
Indonesia 0 0 0 1 0 0 2
Iran 2 0 1 2 0 0 0
Ireland 0 0 0 0 0 3 3
Israel 4 2 0 3 0 3 3
Italy 20 15 13 8 16 28 160
Japan 97 143 87 106 96 173 237
Korea 0 2 0 21 4 33 25
Kuwait 0 0 0 0 0 0 1
Lebanon 0 0 0 0 0 0 2
Lithuania 0 0 0 2
Malaysia 0 0 0 2 0 0 0
Mexico 0 0 0 0 0 8 2
Morocco 0 0 0 1 0 0 0
Netherlands 24 18 21 8 14 27 19
New Zealand 2 4 1 0 2 9 5
Nigeria 0 1 0 0 0 0 0
Norway 9 8 9 3 89 18 24
Peru 0 0 0 0 1 0 0
Poland 17 10 16 2 24 12 36
Portugal 4 1 1 1 3 0 9
Romania 3 0 1 0 1 0 6
Russia 8 13 27 32
Singapore 2 2 0 3 1 3 2
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Slovakia 1 1 3
Slovenia 0 0 0 3
South Africa 3 8 1 1 0 3 0
Spain 18 16 4 2 7 13 25
Sweden 15 21 16 10 40 25 35
Switzerland 11 3 4 0 7 7 21
Syria 0 3 0 0 0 0 0
Thailand 0 0 0 1 0 0 0
Tunisia 0 0 0 0 0 0 2
Turkey 0 1 0 0 1 1 7
United King-
dom

75 46 27 20 35 77 55

Ukraine 0 0 2 1
Uruguay 0 0 0 0 0 0 2
USA 117 201 61 64 69 1066 176
USSR 17 12 31
Uzbekistan 0 0 0 1
Venezuela 0 0 0 0 0 2 3
Yugoslavia 3 6 169 3 0 3 6

Total 1048 954 707 754 642 1932 1293
Accompanying
persons

200 133 63 95 98 192 N/A

International Meetings Calendar
Below are announcements of meetings to be held abroad. Entries pre-

ceded by an* are new or updated listings with full contact addresses given
in parentheses.Month/yearlistings following other entries refer to meeting
announcements, with full contact addresses, which were published in previ-
ous issues of theJournal.

February 2002
21–24 13th Interdisciplinary Phoniatrics Symposium,

Leipzig. ~Fax: 149 341 972 1709; e-mail:
fuchsm@medizin.uni-leipzig.de! 12/01

March 2002
4–8 German Acoustical Society Meeting„DAGA 2002…,

Bochum.~Web: www.ika.ruhr-uni-bochum.de! 10/00
18–20 Spring Meeting of the Acoustical Society of Japan,

Kanagawa. ~Fax: 181 3 5256 1022; Web: http://
wwwsoc.nacsis.ac.jp/asj/! 12/01

25–27 Institute of Acoustics Spring Conference, Manches-
ter. ~Fax: 144 1727 850553; Web: http://
www.ioa.org.uk! 12/01

April 2002
8–11 6th Congress of the French Acoustical Society, joint

with the Belgian Acoustical Society, Lille. ~Web:
www.isen.fr/cfa2002! 8/01

22–24 International Meeting on Acoustic Pollution in Cit-
ies, Madrid. ~Fax: 134 1 559 74 11; e-mail:
dccimad8@viajeseci.es! 12/01

May 2002
27–30 Joint Meeting: Russian Acoustical Society and Con-

ference on Ocean Acoustics, Moscow. ~Fax: 17 095
124 5983; Web: rav.sio.rssi.ru/Ixconf.html! 6/01

28–31 *6th International Conference on Applied Technolo-
gies of Hydroacoustics and Hydrophysics, St. Peters-
burg, Russia.~46 Chkalovskii prospect, St. Petersburg
197376, Russia; Fax:17 812 320 8052; e-mail:
mfp@mail.wplus.net!

29–1 Nonlinear Waves in Microstructured Solids „Euro-
mech 436…, Tallinn. ~Fax: 1371 645 1805; e-mail:
je@ioc.ee! 10/01

30–1 2nd International Conference on Newborn Hearing
Screening, Diagnosis, and Intervention, Villa Erba/
Como. ~Fax: 11 303 764 8220; Web: http://
www.biomed.polimi.it/nhs2002! 12/01

June 2002
4–6 6th International Symposium on Transport Noise

and Vibration , St. Petersburg.~Fax:17 812 127 9323;
Web: webcenter.ru/;eeaa/tn/eng/tn2002! 02/01

10–14 Acoustics in Fisheries and Aquatic Ecology, Mont-
pellier. ~Web: www.ices.dk/symposia/! 12/00

24–27 6th European Conference on Underwater Acoustics,
Gdańsk. ~Fax: 148 58 347 1535; Web:
www.ecua2002.gda.pl/! 10/01

24–28 11th Symposium of the International Society for
Acoustic Remote Sensing, Rome. ~Fax: 139 06
20660291; Web: ISARS2002.ifa.rm.cnr.it/! 10/01

24–28 *11th International Symposium on Nondestructive
Characterization of Materials, Berlin, Germany.~DG-
ZfP, Max-Planck-Str. 6, 12489 Berlin, Germany; Fax:
149 30 678 07129; Web: www.cnde.com!

July 2002
2–7 ClarinetFest 2002, Stockholm. ~e-mail:

kkoons@pegasus.cc.ucf.edu! 10/01
15–17 International Symposium on Active Control of

Sound & Vibration „Active 2002…, Southampton.
~Fax: 144 23 8059 3190; Web: http://
www.isvr.soton.ac.uk/active2002! 10/01

17–21 *7th International Conference on Music Perception
and Cognition „7th ICMPC …, Sydney, Australia.~Fax:
161 2 9772 6736; Web: www.uws.edu.au/marcs/
icmpc7!

19–21 *Auditorium Acoustics: historical and contempo-
rary design and performance, London, UK.~M. Bar-
ron, Department of Architecture & Civil Engineering,
University of Bath, Bath BA2 7AY, UK; Fax:144
1225 826691; e-mail: m.barron@bath.ac.uk!

August 2002
19–23 16th International Symposium on Nonlinear Acous-

tics „ISNA16…, Moscow.~Fax:17 095 126 8411; Web:
acs366b.phys.msu.su/isna16/! 12/00

26–28 2nd Biot Conference on Poromechanics, Grenoble.
~Web: geo.hmg.inpg.fr/biot2001! 8/01

26–28 Joint Baltic-Nordic Acoustical Meeting 2002,
Lyngby. ~Fax:145 45 88 05 77; Web: www.dat.dtu.dk!
10/01

September 2002
11–13 10th International Meeting on Low Frequency Noise
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and Vibration , York. ~Fax: 144 1277 223 453; Web:
http:// www.lowfrequency2002.org.uk! 12/01

16–18 * International Conference on Noise and Vibration
Engineering, Leuven, Belgium.~Fax: 132 1632 2987;
Web: www.isma.isaac.be!

16–21 Forum Acusticum 2002„Joint EAA-SEA-ASJ Meet-
ing…, Sevilla. ~Fax: 134 91 411 7651; Web:
www.cica.es/aliens/forum2002! 2/00

26–28 Autumn Meeting of the Acoustical Society of Japan,
Akita. ~Fax: 181 3 5256 1022; Web: http://
wwwsoc.nacsis.ac.jp/asj/! 12/01

November 2002
30–6 Joint Meeting: 9th Mexican Congress on Acoustics,

144th Meeting of the Acoustical Society of America,
and 3rd Iberoamerican Congress on Acoustics,
Cancún. ~Web: asa.aip.org/cancun.html! 10/00

December 2002
9–13 * International Symposium on Musical Acoustics

„ISMA Mexico City …, Mexico City, Mexico. ~E.
Castro-Sierra, National School of Music, National Au-
tonomous University of Mexico, Xicotencatl 126,
04100 Mexico, D. F., Mexico; Fax:152 55 5601 3210;
Web: http://www.unam.mx/enmusica/ismamexico.html!

March 2003
17–20 *German Acoustical Society Meeting„DAGA2003…,

Aachen, Germany.~A. Sill, FB Physik-Akustik, Univer-
sität Oldenburg, 26111 Oldenburg, Germany; Fax:149
441 798 3698; e-mail: dega@aku-physik.uni-
oldenburg.de!

April 2003
7–9 WESPAC8, Melbourne, Australia. ~Web:

www.wespac8.com! 10/01

June 2003
8–13 XVIII International Evoked Response Audiometry

Study Group Symposium, Puerto de la Cruz.~Web:
www.ierasg-2003.org! 8/01

September 2003
1–4 Eurospeech 2003, Geneva.~Web: www.symporg.ch/

eurospeech2003! 8/01

April 2004
5–9 18th International Congress on Acoustics

„ICA2004…, Kyoto. ~Web: ica2004.or.jp! 4/01
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
ALIREZA DIBAZAR, Department of BioMed Engineering, University of Southern California, Los Angeles, California 90089
DAVID PREVES, 4 Deerfield Drive, Princeton Junction, New Jersey 08550
DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526
CARL J. ROSENBERG, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
KEVIN P. SHEPHERD, Mail Stop 463, NASA Langley Research Center, Hampton, Virginia 23681
WILLIAM THOMPSON, JR., Pennsylvania State University, University Park, Pennsylvania 16802
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

6,259,653

43.25.Yw PORTABLE ENCAPSULATED
UNDERWATER ULTRASONIC CLEANER

Billy Courson and John Shelburne, assignors to the United States
of America as represented by the Secretary of the Navy

10 July 2001„Class 367Õ141…; filed 14 August 2000

A portable, diver-held and -operated device for cleaning underwater
surfaces such as ships hulls is described. The contaminants could include
marine growth as well as rust, scale, grease, dirt, etc. The device includes an
electroacoustic transducer mounted within an open, bowl-shaped housing
that has a compliant ring of material around its opening in order to fit tightly
against the surface to be cleaned. The bowl is free-flooded with the ambient
water prior to operation. The housing and its compliant seal provide suffi-
cient transmission loss to prevent harmful levels of sound energy in the
surrounding water. Power source, signal generator, amplifier, and impedance
matching module are also housed in the wet side of the device, making it
self-contained as well as portable.—WT

6,178,141

43.28.Tc ACOUSTIC COUNTER-SNIPER SYSTEM

Gregory L. Duckworth et al., assignors to GTE Internetworking,
Incorporated

23 January 2001„Class 367Õ127…; filed 20 November 1996

One example of prior art processes signals from an array of micro-
phones to detect the muzzle blast of a sniper’s rifle and estimate its location.
Other known systems analyze shock waves from supersonic bullets to esti-
mate the bullet trajectory. This patent describes an improved, low cost sys-
tem that utilizes a distributed array of acoustic sensors to detect a projec-
tile’s shock wave and muzzle blast, then processes this information to
determine the projectile’s trajectory and a line bearing to its origin. The
system may be fixed, portable, or wearable. The patent is clearly written and
includes detailed explanatory information.—GLA

6,198,694

43.28.Tc METHOD AND DEVICE FOR PROJECTILE
MEASUREMENTS

Olle Krö ling and Håkan Appelgren, assignors to Ha˚kan
Appelgren

6 March 2001 „Class 367Õ127…; filed in Sweden 29 March 1996

Probably the simplest form of small arms target practice is to shoot
bottles off a fence. In this case it is easy to identify hits and misses. On a
firing range, things are not that easy. Systems have been developed that use
vibration sensors to detect the hit point of a bullet quickly and accurately.
However, as this patent points out, sooner or later the sensors themselves
will be hit. Acoustic noncontact detection is also known, but such prior art
detects the shock wave produced by supersonic projectiles whereas not all
bullets travel faster than sound. The invention overcomes these difficulties
by analyzing signals from at least three acoustic sensors to compute the
position, direction, and speed of a projectile in its flight toward a target.—
GLA

6,272,073

43.30.Tg UNDERWATER LOCATION AND
COMMUNICATION DEVICE

Gary L. Doucette, Burtonsville, Maryland and Matthew C.
Rivotto, Lake in the Hills, Illinois

7 August 2001„Class 367Õ131…; filed 20 November 1998

A small, battery powered, ultrasonic transceiver is described that can
measure distance, indicate relative direction, and, in general, maintain con-
tact between two or more divers. One such unit is worn by each diver, either
clipped to a belt or otherwise attached to the body via a Velcro strap. The
device features a liquid crystal display and it can be set to indicate relative
distance or direction and to provide a warning signal when the relative
distance exceeds a preset limit.—WT
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6,253,763

43.30.Yj MOUTHPIECE AND SPEAKER
ASSEMBLIES FOR UNDERWATER SPEECH

O’Neal B. Pounders, Jr., Bossier City, Louisiana
3 July 2001„Class 128Õ201.11…; filed 8 February 1999

Two basic problems are encountered in speaking underwater, being
able to breathe and coupling the speech sounds to the water. This device
addresses the first ... sort of. A pair of flexible appendages attached to the
snorkellike breathing device are intended to be held clamped between the
teeth. In other words, speech is to be produced with lip and tongue move-
ments but without jaw movement. This hinderence is well known by speech
researchers as a ‘‘bite block’’ condition. Speech is possible, but distorted, at
best. The discussion of the diaphragm which couples air vibrations to water
vibrations suggests that suitable parameters were found by trial and error.—
DLR

6,262,944

43.30.Yj SOLID FILL ACOUSTIC ARRAY

A. Douglas Meyeret al., assignors to Litton Systems, Incorporated
17 July 2001„Class 367Õ154…; filed 22 February 1999

An underwater acoustic line array is realized as a sequence of fiber
optic sensors102 ~only one is shown in this cross-sectional figure! wound
on cylindrical mandrels that are axially spaced apart by buoyant solid fill
material106, such as polyurethane filled with glass or metal micro-balloons,
and covered with an acoustically transparent outer hose110. Support spacers
116 form water-filled cavities such as112 in which the sensor elements are

located. Item114 is one of a set of axially extended strength members that
support tensile loads applied to the structure. Because the sensing elements
are electrically inert, which allows water to be used as the fill fluid, the
device is claimed to be environmentally safer than oil-filled piezoelectric
sensor arrays.—WT

6,185,152

43.38.Ar SPATIAL SOUND STEERING SYSTEM

Albert Shen, assignor to Intel Corporation
6 February 2001„Class 367Õ118…; filed 23 December 1998

The invention is a sound source locating system that mimics the pin-
nae functions of the human ear. Microphone104 is surrounded by irregular
ridges214and wells216. These produce interference notches in the acoustic

signal received by the microphone. The azimuth and elevation of the sound
source can then be estimated by computerized acoustic spectrometry and
used, for example, to aim a television camera. The patent document is
purely conceptual and includes no hard data.—GLA

6,208,237

43.38.Dv ELECTRO-MECHANICAL AND ACOUSTIC
TRANSDUCER FOR PORTABLE TERMINAL
UNIT

Shuji Saiki et al., assignors to Matsushita Electric Industrial
Company Limited

27 March 2001„Class 340Õ388.1…; filed in Japan 29 November 1996

This transducer is intended for use in pagers, portable telephones, and
the like. It aims to achieve economies by combining the functions of an
ear-piece and a vibrator in a single unit. The transducer is configured much
like any voice-coil unit, in that it has a diaphragm attached to a voice-coil,
which is positioned in the circular gap of a magnetic circuit. However, in
one patented configuration, the magnetic circuit assembly~which consists of
a permanent magnet and of a ferromagnetic yoke and cover plate! is en-
closed in a massive ring and supported from the transducer enclosure via
flexible elements. The unit produces acoustic signals conventionally, but can
generate relatively strong vibrations if the voice coil is driven at the reso-
nance frequency of the system consisting of the mass of the magnetic circuit
assembly and its flexible supports.—EEU

6,208,743

43.38.Dv ELECTRODYNAMIC ACOUSTIC
TRANSDUCER WITH MAGNETIC GAP SEALING

Stefan Marten and Rainer Wiggers, assignors to Sennheiser
Electronic GmbH & Company KG

27 March 2001„Class 381Õ415…; filed in Germany 21 March 1996

This patent describes a transducer, such as may be used for a hearing
aid, in which the air gap between the voice coil and the magnet is sealed by
a viscous fluid or ferrofluid. The purpose of this sealing is to reduce the
acoustic short-circuiting that occurs via that gap and thus to improve the
low-frequency performance of the transducer.—EEU

5,592,359

43.38.Fx TRANSDUCER

Harry W. Kompanek, assignor to Undersea Transducer
Technology, Incorporated

7 January 1997„Class 361Õ329…; filed 13 July 1994

The device in question is used to vibrate oil-saturated sedimentation to
separate the oil. It consists of two, essentially identical, metal-shrouded,
slotted, piezoelectric cylinders. In this cross-sectional view,16 and 30 are
cylindrical metal shells and20 and32 are the piezoceramic cylinders. They
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are aligned with their axes parallel and with their slots adjacently positioned.
The shells16 and30 are bonded together at40 where they about each other.
Both ends of both cylinders are capped. Items28 and30 are electrical leads.
The two cylinders are driven in phase with one another. The mutual bracing
effect of one cylinder upon the other inhibits fracture of the ceramic at high
drive levels.—WT

6,213,250

43.38.Fx TRANSDUCER FOR ACOUSTIC LOGGING

Laurence T. Wisniewski et al., assignors to Dresser Industries,
Incorporated

10 April 2001 „Class 181Õ104…; filed 25 September 1998

This transducer is intended to be mounted in a downhole tool used in
geological exploration. Such a tool incorporates a transmitter near one end
and a receiver near its other end. The characteristics of the surrounding
medium are determined from the distortion and/or delay of the received
signal. The patent describes various transmitting and receiving transducers
that act in only one direction perpendicular to their faces, with a cover
providing shielding in the other direction. The transducer is decoupled from
the tool’s shell via rubber O-rings.—EEU

5,592,441

43.38.Hz HIGH-GAIN DIRECTIONAL TRANSDUCER
ARRAY

Philip M. Kuhn, assignor to Martin Marietta Corporation
7 January 1997„Class 367Õ153…; filed 6 October 1995

A generally spherical shaped array is realized by locating transducers
at the vertices of a ‘‘Bucky Ball’’ created by further subdivision of a regular
icosahedron. The array contains a total of 42 transducers. By suitable choice
of time delays, and operating over a range of frequencies such that the
interelement spacing ranges between one-third and two-thirds of a wave-
length, reasonably narrow beams are obtained in either the transmission or
reception mode of operation.—WT

6,192,134

43.38.Hz SYSTEM AND METHOD FOR A
MONOLITHIC DIRECTIONAL MICROPHONE ARRAY

Stanley A. White et al., assignors to Conexant Systems,
Incorporated

20 February 2001„Class 381Õ92…; filed 20 November 1997

Information from a number of local array processors is collected by a
global processor to ‘‘...track and/or locate a moving and changing source of
acoustic signals or noise.’’ A local unit contains a monolithic array of mi-
crophones, each connected to a preamplifier and A/D converter. Signals are
then processed digitally and the information is transmitted to another detec-
tion unit or the base unit. Possible applications range from law enforcement
surveillance to ‘‘smart’’ consumer electronic devices.—GLA

6,236,862

43.38.Hz CONTINUOUSLY ADAPTIVE DYNAMIC
SIGNAL SEPARATION AND RECOVERY SYSTEM

Gamze Erten and Faihi M. Salam, assignors to Intersignal LLC
22 May 2001„Class 455Õ501…; filed 16 December 1996

This patent discloses a method for separating multiple source signals
where the signals are mixed into multiple channels. The sources may be
nonlinearly mixed into the various transmission channels, possibly with

various amounts of delay. The received mixture channel outputs are pro-
cessed by a differential equation system, allowing high-quality recovery of
the original signal sources.—DLR

6,188,313

43.38.Ja DEVICE FOR GENERATING SOUND

Lars Stahl, assignor to Åm System AB
13 February 2001„Class 340Õ384.73…; filed in Sweden 22 July 1996

A conventional high-frequency horn driver includes a coupling cham-
ber between its relatively large diaphragm and the smaller horn throat. A
flextensional transducer utilizes mechanical leverage to produce large dia-
phragm excursions from a short-throw motor. Combining the two is a little
like putting a telescope inside another telescope, but there may well be
practical reasons for building such a device.—GLA

5,889,875

43.38.Ja ELECTROACOUSTICAL TRANSDUCING

Gerald F. Caron et al., assignors to Bose Corporation
30 March 1999„Class 381Õ338…; filed 1 July 1994

A system is described for providing a sound field that is concentrated
at the location of a single listener and which is also significantly lower in
amplitude at positions outside of this region of concentration. With reference
to the figure, which shows the system attached to the back of an office chair,
14 and15 are small, baffled, moving coil loudspeakers positioned close to
the ears of a person seated in the chair. The speakers are intended to cover
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the frequency range from 300 Hz to 12 kHz. They are mounted at the ends
of waveguides11 and 12 which are excited by the single low-frequency
driver 13. The waveguide arms11 and 12 are typically one-quarter of a
wavelength long at 85 Hz and have useable response characteristics from 85
to 300 Hz. The signal leads from the source to the transducers, which would
tend to tether the chair, are not shown.—WT

6,212,284

43.38.Ja SOUND REPRODUCTION DEVICE

Bernhard Puls, assignor to Harman Audio Electronic Systems
GmbH

3 April 2001 „Class 381Õ345…; filed in Germany 7 August 1997

The cavity formed between loudspeaker cone15 and front plate33
communicates to the outside world through a ring-shaped vent34, forming
half of a sealed/vented bandpass system. The other half—sealed chamber30
into which the assembly is mounted—is assumed to be larger than necessary
so that the stiffness of the moving system is controlled primarily by the

loudspeaker’s mechanical suspension. Under these conditions, the device
can be mounted in a sealed chamber of unknown volume, such as an auto-
mobile door, with predictable results. An earlier patent by Matthew Polk
~not referenced! makes use of similar relationships for a residential in-wall
bandpass system.—GLA

6,219,426

43.38.Ja CENTER POINT STEREO FIELD
EXPANDER FOR AMPLIFIED MUSICAL
INSTRUMENTS

Drew Daniels, North Hills and Richard Aspen Pittman, Sylmar,
both of California

17 April 2001 „Class 381Õ307…; filed 8 August 1996

Early adjustable-pattern microphones used a figure-8~dipolar! element
sitting above an omnidirectional~unipolar! element. With suitable connec-
tions this arrangement becomes the equivalent of back-to-back cardioid mi-
crophones and can be used for two-channel stereo pickup. If loudspeakers
are substituted for the microphone elements, then a point source stereo re-
producer is the result. The patent describes several embodiments of this
basic scheme along with suitable electronic circuitry.—GLA

6,201,873

43.38.Lc LOUDSPEAKER-DEPENDENT AUDIO
COMPRESSION

David Dal Farra, assignor to Nortel Networks Limited
13 March 2001„Class 381Õ100…; filed 8 June 1998

Television receivers, personal stereo systems, loudspeaking tele-
phones, and answering machines all use small, inexpensive loudspeakers
that overload easily. Today’s integrated circuit technology makes it less ex-

pensive to add the electronic signal processing shown than to spend a few
cents more for a better loudspeaker.—GLA

6,173,058

43.38.Si SOUND PROCESSING UNIT

Masashi Takada, assignor to Oki Electric Industry Company,
Limited

9 January 2001„Class 381Õ66…; filed in Japan 18 February 1998

This sound processing unit is an all-in-one handset for use in very
noisy environments. In addition to the usual microphone and speaker~re-
ceiver!, a vibration pickup is included. This touches the ear of the user
during conversations and functions as a bone conduction device. Signal
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processing utilizes two adaptive digital filters plus a level comparator and
voltage controlled amplifier. These operate dynamically to provide noise
reduction, echo cancellation, and level matching during two-way
conversations.—GLA

6,198,829

43.38.Tj PROCESS AND DEVICE FOR FOCUSING
ACOUSTIC WAVES

Mathias Fink and Jacques Lewiner, assignors to Societe pour les
Applications du Retournement Temporel

6 March 2001 „Class 381Õ71.12…; filed in France 13 July 1995

Consider the all too familiar situation in a reverberant subway station
or airline terminal where announcements are not intelligible unless the lis-
tener is within a few feet of a loudspeaker. At any other location, competing
acoustic signals from distant loudspeakers and late room reflections mask
the desired signal. By using a time reversal mirror~TRM! algorithm and
independently processing the signals to all loudspeakers in a group, intelli-
gibility and loudness can be concentrated in a specified listening area. Con-
siderable memory and processing power are required, but the concept is
clever and may be practical in certain acoustic environments.—GLA

6,178,247

43.38.Vk HEADPHONE APPARATUS

Kazuaki Ogita, assignor to Yugengaisha Ito Denkitekkousyo
23 January 2001„Class 381Õ74…; filed in Japan 17 July 1996

It has long been known that interaural crosstalk can be added to head-
phones to make them sound more like loudspeakers. More accurate out-of-
head localization can be realized by also including simulated reflections
from room surfaces. This patent goes one step further by taking into con-
sideration sound reflected from the listener’s shoulders.—GLA

6,195,434

43.38.Vk APPARATUS FOR CREATING 3D AUDIO
IMAGING OVER HEADPHONES USING
BINAURAL SYNTHESIS

Terry Cashion and Simon Williams, assignors to QSound Labs,
Incorporated

27 February 2001„Class 381Õ17…; filed 25 September 1996

The inventor has previously patented a circuit that provides full front
and rear panning for headphone stereo~United States Patent 5,371,799!.
This improved version allows multiple voices to be individually panned yet
requires only a single set of standardized filters.—GLA

6,222,930

43.38.Vk METHOD OF REPRODUCING SOUND

Kenji Nakano et al., assignors to Sony Corporation
24 April 2001 „Class 381Õ307…; filed in Japan 6 February 1997

By exploiting the effects of interaural crosstalk and head-related trans-
fer functions, virtual sound sources can be produced more or less convinc-
ingly almost anywhere. A number of existing patents describe methods for
synthesizing multi-channel stereo from two front loudspeakers. On the other
hand, suppose you have five loudspeakers, but they cannot be located ex-
actly according to the 5:1 standard. More specifically, suppose that your
surround speakers are in the rear of the room rather than at the recom-
mended 110-degree angles. No problem. So long as you remain at the center
point and face forward, Sony’s virtual image orientation processor will sub-
jectively relocate the offending speakers wherever you like.—GLA

6,208,590

43.38.Zp SAGNAC INTERFEROMETRIC SENSOR
ARRAY FOR ACOUSTIC SENSING AND
METHOD OF DETECTING ACOUSTIC SIGNALS

Byoung Yoon Kim et al., assignors to Korea Advanced Institute of
Science and Technology

27 March 2001 „Class 367Õ149…; filed in the Republic of Korea 4
May 1999

Light from a source is split into two components that travel in opposite
directions in a fiber-optic loop. Acoustic disturbances of the fibers are de-
tected via observation of the phase differences in the two components. The
present patent uses an array of such loops and associated delay lines for the
simultaneous measurement of acoustic signals from multiple sources.—EEU

6,213,681

43.40.Tm SOIL COMPACTING DEVICE WITH
ADJUSTABLE VIBRATION PROPERTIES

Georg Sicket al., assignors to Wacker-Werke GmbH & Company,
KG

10 April 2001 „Class 404Õ133.05…; filed in Germany 23 July 1997

A mass, typically in the form of a skid, is set into vibration by means
of one or more exciters. This mass rests on the soil to be compacted and
supports a second mass via an arrangement of springs and dampers. The
dampers employ electroviscous or magnetorheological fluids, permitting
their damping action to be adjusted and permitting springs in series with the
dampers in effect to be connected or disconnected so that the second mass
vibrates at resonance. Use of a sensor and control system may allow not
only automatic adjustment of the resonance frequency, but also pulsing of
the damping to achieve desired motions.—EEU

6,216,817

43.40.Tm DAMPING STRUCTURAL SUBSTANCE
AND A DAMPING COAT FORMING METHOD

Tatsumi Kannon et al., assignors to Mitsubishi Jukogyo
Kabushiki Kaisha

17 April 2001 „Class 181Õ296…; filed in Japan 27 April 1995

According to this patent, the surface of a structure to be damped is
coated with a mixture of molten photopolymerizable resin and a photo-
polymerization initiator. The coated surfaces are then subjected to irradia-
tion, resulting in formation of a free-layer damping coating. This approach
appears to be particularly suitable to complex structures.—EEU
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6,220,367

43.40.Tm POWER TOOL AND VIBRATION
ISOLATOR THEREFOR

Peter A. Masterson et al., assignors to Chicago Pneumatic Tool
Company; Lord Corporation

24 April 2001 „Class 173Õ162.2…; filed 13 January 1998

This patent pertains to a hand-held pneumatic tool that incorporates a
vibration isolator between the tool and its handle in order to protect the
operator’s hand. Compressed air is fed to the tool via an inlet in the handle.
The isolator described in this design provides a seal between the tool and the
handle and also permits adjustment of the handle’s position relative to the
tool.—EEU

6,220,563

43.40.Tm VIBRATION ISOLATION DEVICE AND
METHOD

John Cunningham, Saratoga Springs, New York
24 April 2001 „Class 248Õ580…; filed 15 June 1995

A bearing support is attached at the midpoint of an elastic member
essentially in the form of a beam. The ends of this member are pin-
supported and free to slide axially and this member is resilient enough so
that it can bow substantially as the bearing load changes. This bowing
makes the isolation system nonlinear, resulting in changes in the system’s
natural frequency with changes in the load. Various means are indicated for
controlling the axial motion of the resilient element.—EEU

6,216,985

43.40.Yq RAILWAY HAZARD ACOUSTIC SENSING,
LOCATING, AND ALARM SYSTEM

Robert Douglas Stephens, Port Coquitlam, British Columbia,
Canada

17 April 2001 „Class 246Õ120…; filed 13 August 1998

Signals from sensors attached to one of the rails of a railway are
analyzed by a computer to ascertain the nature of the event causing the
signals. An alarm is generated if a suspect condition is identified or if a
high-energy signature is detected. The alarm may be transmitted via any
communication link to the rail traffic control office and to the trains travel-
ing toward the suspect track location. The system can also detect such prob-
lems as wheel flats and derailed cars.—EEU

6,223,601

43.40.Yq VIBRATION WAVE DETECTING METHOD
AND VIBRATION WAVE DETECTOR

Muneo Harada and Naoki Ikeuchi, assignors to Sumitomo Metal
Industries, Limited

1 May 2001„Class 73Õ649…; filed in Japan 22 May 1998

The vibration detector described in this patent is of the resonator array
type. It consists of a number of cantilever beam elements, each having a
different length and thus a different natural frequency, attached to a base
element. A piezoresistor is installed on each beam element and these resis-
tors are connected in parallel so as to provide an output corresponding to the
sum of the vibrations of the beam elements. The resistors are placed at
locations along the lengths of the beam elements so that the output signal
from each element is set at a desired level.—EEU

6,250,422

43.50.Gf DUAL CROSS-FLOW MUFFLER

Gary D. Goplen et al., assignors to Nelson Industries,
Incorporated

26 June 2001„Class 181Õ272…; filed 14 December 1998

This muffler design, intended for use on a lawn tractor, is a continua-
tion of United States Patent 6,076,632 for box-style or stamped mufflers.

The cost-effective design cleverly creates multiple flow paths and exhaust
chambers and also routes the hot gases to the large outer surface to enhance
cooling, thus minimizing afterburning.—KPS

6,256,941

43.55.Ev PAD FOR PANEL

Shawn Yu et al., assignors to Haworth, Incorporated
10 July 2001„Class 52Õ144…; filed 4 June 1999

This patent is for a space-dividing wall panel system~open-plan office
furniture! that includes a tackable cover pad. The cover pad has an interior
molded panel which is compressed about its edges, providing rigidity to the
panel. There are rails attached to these edges which allow the panel to be
mounted to the furniture frame.—CJR
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6,266,936

43.55.Ti SOUND ATTENUATING AND THERMAL
INSULATING WALL AND CEILING ASSEMBLY

Lawrence J. Gelin, assignor to Johns Manville International,
Incorporated

31 July 2001„Class 52Õ481.1…; filed 24 June 1999

This device provides a resilient connection between framing members
in a building system~studs, joists! and a surface material~gypsum wall

boards, for example!. The device does this by means of an extended canti-
levered portion that separates the boards from the structure. There are tabs
that assure proper alignment during construction.—CJR

6,268,038

43.55.Ti ACOUSTICALLY RESISTIVE LAYER,
PROCESS FOR PRODUCTION OF THIS LAYER AND
ABSORBENT ACOUSTIC PANEL PROVIDED
WITH AT LEAST ONE SUCH LAYER, AS WELL AS
ITS PROCESS FOR PRODUCTION

Alain Porte et al., assignors to Aerospatiale Societe Nationale
Industrielle

31 July 2001„Class 428Õ116…; filed in France 13 August 1997

This patent shows how to take an acoustic damping cloth, place it on
a mold, and wrap it with impregnated filaments in a variety of patterns. This
might be useful for the nacelles of aircraft engines or gas turbines.—CJR

6,267,347

43.55.Vj ACOUSTIC MOUNT

Peter Anthony Ryan, Penrith and Geoff Grimish, Milperra, both
of New South Wales, Australia

31 July 2001„Class 248Õ562…; filed 8 October 1999

This device is designed to isolate the transmission of low-frequency
sound and vibration in building structures. It has a base, a resilient bushing,

and an isolator section. The configuration of the device assures that any
contact from one part of the structure to the other is made through the
neoprene isolator in a simple, fool-proof manner.—CJR

6,256,959

43.55.Wk BUILDING PANEL WITH VIBRATION
DAMPENING CORE

Michael J. Palmersten, assignor to KJMM, Incorporated
10 July 2001„Class 52Õ588.1…; filed 14 October 1999

This building panel has a skin on one side, a foam sheet~perhaps
polystyrene! as its core, and a skin on the other side. The skins and core are
bonded and interlocked to form a unified panel. If the panel is used on a
building, it should reduce the radiated sound from the impact of rain or
hail.—CJR

6,265,475

43.55.Wk HIGH DAMPING MATERIAL
COMPOSITION

Wu Chifei et al., assignors to Tokai Rubber Industries, Limited
24 July 2001„Class 524Õ127…; filed in Japan 30 July 1998

This high damping material combines a designated range of polymers
and at least one damping agent selected from a group of phenol compounds.
When combined, these make a homogeneous composition useful as a vibra-
tion damper, an acoustic insulating wall material for an acoustic room, a
sound insulating partition for a construction structure, or a soundproofing
wall for a vehicle. The patent describes the chemical and physical processes
of the interaction between the polymer and the damping agent.—CJR
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6,266,427

43.55.Wk DAMPED STRUCTURAL PANEL AND
METHOD OF MAKING SAME

Gopal P. Mathur, assignor to McDonnell Douglas Corporation
24 July 2001„Class 381Õ353…; filed 19 June 1998

In this panel, a viscoelastic material is applied within a limited area
adjacent to the panel edges based on the bending modes of the panel. The
bending modes noted in the patent have subsonic bending waves along at
least one axis, and require damping treatment based on the specific sound
radiation properties of the panel. The viscoelastic material damps the sound
radiation that is caused by the bending waves during use of the structural
panel, such as its use as a body panel on an aircraft.—CJR

5,936,160

43.58.Dj METHOD AND APPARATUS FOR
MEASURING SOUND VELOCITY IN LIQUID

Harri Salo, assignor to Janesko Oy
10 August 1999„Class 73Õ597…; filed in Finland 27 January 1997

A sound pulse is simultaneously transmitted from a single transmitter
into both a liquid, whose sound velocity is to be determined, and into a
reference material whose sound velocity is already known. The two transit
times are measured with the same measurement device. Improved accuracy
is the suggested advantage of this comparison measurement
technique.—WT

6,246,322

43.58.Gn IMPULSE CHARACTERISTIC
RESPONSIVE MISSING OBJECT LOCATOR
OPERABLE IN NOISY ENVIRONMENTS

Timon Marc LeDain et al., assignors to Headwaters Research &
Development, Incorporated

12 June 2001„Class 340Õ531…; filed 26 December 1995

This fairly simple, analog sound analyzer is said to be able to distin-
guish hand claps from a variety of other impulsive or noise sources. In the
intended use, the small device would be attached to easily lost items, such as
car keys. Upon hearing a predetermined pattern of hand claps, the device
emits a distinctive beeping sound.—DLR

6,263,074

43.60.Dh USER PROGRAMMABLE STATION SET
BASS AND TREBLE CONTROL

Harry Tapley French et al., assignors to Lucent Technologies,
Incorporated

17 July 2001„Class 379Õ389…; filed 19 June 1998

This device, intended for use on telephone station sets, makes use of
tones outside the voice range~above 3 kHz! to control bass and treble levels.
A typical station set is configured so as to produce out-of-band tones, each
tone representing an effect on the bass or treble in the vocal range. For
example, a tone of 3.4 kHz may be associated with ‘‘decrease bass,’’ 3.6
kHz with ‘‘increase bass,’’ 3.8 kHz with ‘‘decrease treble,’’ and 4.0 kHz with
‘‘increase treble.’’ A central office line card is configured to include a tone
detector in the receive signal path. Upon reception of these predefined tones,
the tone detector transmits a tone signal to a programmable equalization
filter deployed in the transmit signal path within the line card. Any well-
known equalization filter may be used and is capable of increasing or de-
creasing bass or treble in response to the tone detector control signal.—DRR

6,208,944

43.60.Qv METHOD FOR DETERMINING AND
DISPLAYING SPECTRA FOR VIBRATION SIGNALS

Dieter Franke et al., assignors to Pruftechnik Dieter Busch AG
27 March 2001„Class 702Õ56…; filed in Germany 26 June 1997

The method described in this patent is intended to minimize the
memory space needed for a spectral display unit. It recognizes the fact that
resolution of vibration signals at different frequencies requires different
bandwidths and thus employs different sampling rates for different fre-
quency ranges.—EEU

6,249,766

43.60.Qv REAL-TIME DOWN-SAMPLING SYSTEM
FOR DIGITAL AUDIO WAVEFORM DATA

Michael J. Wynblatt and Stuart Goose, assignors to Siemens
Corporate Research, Incorporated

19 June 2001„Class 704Õ503…; filed 10 March 1998

This patent covers a method for fast, approximate conversion of the
sampling rate of audio materials. New samples are generated at times in
between existing samples with amplitudes given as a linear combination of
the surrounding old samples. The method was described by Lagrange in the
18th century. In addition, the old and new sample rates are rounded off to
the nearest kiloHertz.—DLR

6,249,704

43.66.Ts LOW VOLTAGE STIMULATION TO ELICIT
STOCHASTIC RESPONSE PATTERNS THAT
ENHANCE THE EFFECTIVENESS OF A COCHLEAR
IMPLANT

Albert A. Maltan and William Vanbrooks Harrison, assignors to
Advanced Bionics Corporation

19 June 2001„Class 607Õ57…; filed 11 August 1998

To make a cochlear stimulation device more effective, nonauditory
information is applied through implanted electrodes that elicit stochastic
response patterns to precondition or prepare the auditory nerve for the au-
ditory information. If the nonauditory signal is of a low level having an
amplitude just below or above the auditory threshold, neurons in the audi-
tory nerve are said to be biased so that they are easily triggered by arrival of
auditory stimuli.—DAP

6,251,138

43.66.Ts HEARING PROSTHESIS

Joseph B. Nadol, Jr. and Saumil N. Merchant, assignors to
Massachusetts Eye & Ear Infirmary

26 June 2001„Class 623Õ10…; filed 28 July 1999

Persons with conductive hearing loss have reduced sound transmission
capability due to abnormalities in the middle ear such as otitis media and
Eustachian tube dysfunction. Rather than employing surgical intervention
techniques that involve risk of tympanic membrane damage and postopera-
tive hearing loss, a thin, synthetic gas-filled balloon comprising a pliant
membrane of biocompatible material is surgically placed in the middle ear.
The balloon contacts the tympanic membrane and has a low acoustic im-
pedance so as to enhance sound vibration transfer through the ossicles to the
inner ear.—DAP
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6,254,526

43.66.Ts HEARING AID HAVING HARD MOUNTING
PLATE AND SOFT BODY BONDED THERETO

Roger P. Juneauet al., assignors to Softear Technologies, L.L.C.
3 July 2001„Class 600Õ25…; filed 18 December 1997

A method and material are described for the construction of soft but
solid custom hearing aids ranging from full concha in-the-ear to completely
in-the-canal styles. The electronic components of the hearing aid are embed-
ded within a soft elastomer that replaces the traditional acrylic shell con-
struction. This soft polymeric body, which is shaped to conform to the ear
canal of the wearer, is bonded to a harder plate member. This invention is
said to address problems of peripheral acoustic leakage, poor fit, and dis-
placement that occurs with jaw motion of the hearing aid wearer.—DAP

6,256,395

43.66.Ts HEARING AID OUTPUT CLIPPING
APPARATUS

John Laurence Melanson, assignor to GN ReSound as
3 July 2001„Class 381Õ312…; filed 30 January 1998

Clipping in hearing aids is caused by the signal swing exceeding the
headroom provided in the amplifier and is typically accompanied by unde-
sirable harmonic and intermodulation distortion. Normally the signal is
clipped prior to interpolation and upsampling in the digital to analog con-
verter, which results in a large amount of distortion. This patent describes a
clipping system for a digital hearing aid which reduces distortion by assur-
ing that any clipping will occur after the interpolation step.—DAP

6,246,751

43.72.Fx APPARATUS AND METHODS FOR USER
IDENTIFICATION TO DENY ACCESS OR
SERVICE TO UNAUTHORIZED USERS

Vladimir Bergl et al., assignors to International Business
Machines Corporation

12 June 2001„Class 379Õ67.1…; filed 11 August 1997

The technique described here allows a very specific type of cheating
on telephone charges to be defeated. A voice dialing system set up for a
limited group levies a charge for a normal call to a phone outside the sys-
tem, but allows toll-free forwarding of calls to such outside phones. The
cheater forwards his own number to the outside line, then calls himself from
another phone in the system. The patented method uses a speaker identifi-
cation system to detect when the caller’s voice matches the voice of the
called number, terminating the call if such a match is found.—DLR

6,253,179

43.72.Fx METHOD AND APPARATUS FOR MULTI-
ENVIRONMENT SPEAKER VERIFICATION

Homayoon S. Beigi et al., assignors to International Business
Machines Corporation

26 June 2001„Class 704Õ243…; filed 29 January 1999

This speaker verification system uses several methods to update the
speaker model database as new candidates are enrolled into the system. The
initial set of speaker models is organized into a hierarchical tree based on
analysis feature distances. The set is also grouped into cohort subsets based
on pattern similarities. Finally, two different types of complementary models
are generated based on feature distances or comparisons to other speakers
not in a speaker’s cohort set. Such complementary models help to identify
imposters.—DLR

6,256,609

43.72.Gy METHOD AND APPARATUS FOR
SPEAKER RECOGNITION USING LATTICE-LADDER
FILTERS

Christopher I. Byrnes and Anders Lindquist, assignors to
Washington University

3 July 2001„Class 704Õ246…; filed 9 May 1997

This lattice filter-based speech coding system is based on much of the
lattice filter work done in the 1970s, but adds a method for analyzing both
poles and zeros in the spectral representation. The pole/zero filter is referred
to here as a lattice-ladder filter. The patent describes in detail how the
lattice-ladder coefficients are obtained from the covariance matrix.—DLR

6,240,384

43.72.Ja SPEECH SYNTHESIS METHOD

Takehiko Kagoshima and Masami Akamine, assignors to
Kabushiki Kaisha Toshiba

29 May 2001„Class 704Õ220…; filed in Japan 4 December 1995

This text-to-speech synthesis system contains tables of speech units,
stored in a typical manner in the form of spectral parameters, but also has
the ability to analyze an incoming speech signal, constructing new synthesis
units dynamically. The patent describes a method called ‘‘modulated clear
speech’’ in which the spectral shape is compensated for errors due to large
shifts from the original fundamental frequency.—DLR

6,240,390

43.72.Ja MULTI-TASKING SPEECH SYNTHESIZER

Chaur-Wen Jih, assignor to Winbond Electronics Corporation
29 May 2001„Class 704Õ267…; filed in Taiwan, Province of China

18 May 1998

This speech playback device is identified as a synthesizer, but, in fact,
does not allow any modification of the phoneme-sized speech segments,
either in duration or fundamental frequency. The novel aspect of the device
is a control structure which allows the output of prestored digital control bit
streams interspersed with the speech data. Such bit streams may be used, for
example, to select speech output channels, operate LED displays, or to drive
other digital functions.—DLR

6,243,681

43.72.Ja MULTIPLE LANGUAGE SPEECH
SYNTHESIZER

Yoshiki Guji and Koji Ohtsuki, assignors to Oki Electric Industry
Company, Limited

5 June 2001„Class 704Õ260…; filed in Japan 19 April 1999

This multilingual speech synthesizer is actually a collection of single-
language synthesis engines. Intended for operation in a network system, an
initial guess of the text language is obtained from addresses or other infor-
mation in the message header. The language guess is used to select one of
the synthesis engines. However, the synthesis controller also checks the text
sentence-by-sentence to verify the language choice and can switch to an-
other language at any time.—DLR
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6,246,983

43.72.Ja TEXT-TO-SPEECH E-MAIL READER WITH
MULTI-MODAL REPLY PROCESSOR

Ranjun Zou et al., assignors to Matsushita Electric Corporation of
America

12 June 2001„Class 704Õ260…; filed 5 August 1998

This patent describes a system of speech recognition and synthesis
processors and coding conventions to allow standard fixed or cellular phone
units to use Internet e-mail systems as well as the standard telephone sys-
tem. Procedures are described for voice entry of e-mail addresses, voice
entry and editing of text materials, and voice control of all system functions.
Incoming e-mail may be received in spoken form and a spoken reply may be
generated.—DLR

6,250,928

43.72.Ja TALKING FACIAL DISPLAY METHOD AND
APPARATUS

Tomaso A. Poggio and Antoine F. Ezzat, assignors to
Massachusetts Institute of Technology

26 June 2001„Class 434Õ185…; filed 22 June 1998

This method of speech display provides both audio and facial images
from an input text stream. Well-known text-to-phoneme methods are com-

bined with the morphing of visemes to generate a facial image synchronized
with the audio stream.—DLR

6,253,182

43.72.Ja METHOD AND APPARATUS FOR SPEECH
SYNTHESIS WITH EFFICIENT SPECTRAL
SMOOTHING

Alejandro Acero, assignor to Microsoft Corporation
26 June 2001„Class 704Õ268…; filed 24 November 1998

This speech synthesizer produces speech consisting of concatenated
units which may range in length from phoneme to phrase segments. Each
frame of an input speech unit is analyzed into voiced and unvoiced portions.
For resynthesis, a new prosodic pattern is computed and the stored units are
modified by independently altering the voiced and unvoiced portions.—
DLR

6,236,968

43.72.Kb SLEEP PREVENTION DIALOG BASED
CAR SYSTEM

Dimitri Kanevsky and Wlodek Wlodzimierz Zadrozny, assignors
to International Business Machines Corporation

22 May 2001„Class 704Õ275…; filed 14 May 1998

This interesting application of speech recognition and synthesis sys-
tems provides conversation with a driver with the intention of keeping the
driver awake beyond normal limits of stamina. In normal operation, the
system maintains a dialog with the driver. The recognition system detects
intoxication or fatigue. If it detects that the driver may be nodding off, it will
voice a warning or change the topic of conversation. Failing in this, the
system can also sound an alarm.—DLR

6,249,764

43.72.Kb SYSTEM AND METHOD FOR RETRIEVING
AND PRESENTING SPEECH INFORMATION

Takahiko Kamae and Makoto Hirayama, assignors to Hewlett-
Packard Company

19 June 2001„Class 704Õ270.1…; filed in Japan 27 February 1998

The ideas presented in this patent seem to be directed toward two
different, but perhaps related, goals. Procedures for interacting with a speech
interface include easier operation of a telephone services menu system and
access to a speech database. A system of hyperlinks is described such that,
similar to a text system with hypertext links, the presence of additional
speech materials would be signaled by a hot spot indicator. The user could
then optionally hear the extra material. Suggested hot spot indicators include
a tone superimposed on the spoken material or, if available, activation of a
light or buzzer.—DLR

6,263,306

43.72.Ne SPEECH PROCESSING TECHNIQUE FOR
USE IN SPEECH RECOGNITION AND SPEECH
CODING

Michael Sean Fee et al., assignors to Lucent Technologies,
Incorporated

17 July 2001„Class 704Õ203…; filed 26 February 1999

This patent relates to obtaining frequency-dependent features from the
speech signal. The method provides an algorithm for front-end processing
and pitch estimation. According to the patent, the product of Slepian func-
tions and a segment of the time domain signal is calculated with the use of
multiple tapers. A Fourier transform is applied to the resulting product to
derive the multiple taper Fourier transform. The derivative of the resulting
cepstrum is used for estimating pitch and can also be smoothed for use as a
set of low-level features for a speech recognition front-end.—AAD

6,261,238

43.80.Ev PHONOPNEUMOGRAPH SYSTEM

Noam Gavriely, assignor to Karmel Medical Acoustic
Technologies, Limited

17 July 2001„Class 600Õ532…; filed 4 October 1996

The patent concerns the analysis of respiratory sounds. This entails
measuring the sounds and establishing their characteristics that correspond
to specific types of respiratory conditions such as wheezing, pneumonia,
snoring, tracheal malfunction, etc. A screening process can be positive~i.e.,
presence of a sound pattern characteristic of the particular breath sound! or
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negative~i.e., the presence of a sound pattern that normally would not occur
in a normal breath sound!. The second step constitutes a verification process
where a comparison is made between the breath sound features~spectral
characteristics! and stored parameters to detect specific respiratory
conditions.—DRR

6,264,616

43.80.Ev ACOUSTIC TUMOR DETECTION USING
STACKED DERIVED-BAND ABR AMPLITUDE

Manuel Don, assignor to House Ear Institute
24 July 2001„Class 600Õ559…; filed 13 May 1998

This patent describes a variation of United States Patent 6,080,112
concerning the auditory brain response~ABR! method for detection of int-
racanalicular tumors, particularly small ones of less than 1 cm. The method
involves recording of the patient’s ABR to each of a plurality of auditory
stimuli. The stimuli consist of 60 dB nHL clicks using high-pass noise
masking procedures to isolate the cochlear response within specific fre-
quency bands. The derived band ABRs are temporally shifted to align the
peak amplitudes. The time-shifted responses are then summed to create the
‘‘stacked’’ABR. This is compared to the mean stacked wave ABR amplitude
for normal hearing individuals of the same gender as the patient. Patients
having small intracanalicular tumors have significantly lower stacked wave
ABR amplitudes than normal-hearing individuals without tumors.—DRR

6,270,466

43.80.Gx BRUXISM BIOFEEDBACK APPARATUS
AND METHOD INCLUDING ACOUSTIC
TRANSDUCER COUPLED CLOSELY TO USER’S
HEAD BONES

Lee Weinstein et al., assignors to BruxCare, Limited Liability
Corporation

7 August 2001„Class 600Õ590…; filed 24 May 1996

Bruxism is generally defined as the nonfunctional clenching, grinding,
gritting, gnashing, and/or clicking of teeth. The patent covers a method and
apparatus for the treatment of bruxism through biofeedback. In one embodi-
ment, the apparatus consists of electronics mounted in a lightweight head-
band that can be worn by a user during sleep or while awake. Electrodes

within the headband pick up surface EMG-voltage signals indicative of
bruxism, and bio-feedback is sent to the user by a piezoelectric transducer in
mechanical contact with the ear. One electrode of the piezoelectric trans-
ducer also serves as the reference sense electrode. Information detailing the
timing, quantity, and duration of the bruxing events may be stored internally
for later retrieval via display, computer interface, or voice synthesis
interface.—DRR

6,263,877

43.80.Gx SNORE PREVENTION APPARATUS

Robert A. Gall, Waukesha, Wisconsin
24 July 2001„Class 128Õ848…; filed 13 November 1995

This appears to be one of those gadgets to be hawked on one of the
late night TV programs. The snore prevention device consists of an oval
plate that is to be positioned in the mouth of the user, between the teeth and
the lips. An aperture in the middle of the oval plate allows for airflow into

and out of the mouth. A tab extends from the oval plate just above the
aperture through the lips to guide airflow into and out of the mouth when the
lips are separated. The argument is made that reducing the airflow into the
mouth lessens the vibration of the uvula, thus reducing the snoring sound.
Comfort of use is rather questionable here.—DRR
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6,264,608

43.80.Gx ACOUSTIC THERAPY APPARATUS
COMPRISING A SOURCE OF THERAPEUTIC
ACOUSTIC WAVES AND AN ULTRASOUND
LOCATING MEANS

Ulrich Schätzle et al., assignors to Siemens Aktiengesellschaft
24 July 2001„Class 600Õ439…; filed in Germany 2 April 1996

The device combines a source of therapeutic acoustic waves and an
ultrasound locating system incorporating an ultrasonic transducer. The
source and the ultrasound transducer combine to form an oblong applicator
with a longitudinal axis for introducing signals into a patient’s body. The
source of the therapeutic waves is a linear array of piezoelectric elements.
The ultrasonic locating system generates ultrasound images with respect to a
plane that contains the longitudinal axis of the applicator. The interior of the

applicator is filled with a liquid~such as light mineral oil! suitable as a
propagation medium for ultrasound.—DRR

SOUNDINGS
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Relative loudness of low- and high-frequency bands
of speech-shaped babble, including the influence
of bandwidth and input level (L)
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In a balancing test, ten normal-hearing listeners adjusted filtered speech-shaped babble-noise to
equally loud levels. On average, they selected about 10 dB less gain for bands below 1 kHz than for
bands above and including 1 kHz. The findings applied to two bandwidths~octave and equivalent
rectangular bandwidth! and two levels~65 and 85 dB SPL!. The outcome suggests that hearing aid
fitting procedures aiming to equalize loudness of speech bands should prescribe less low-frequency
gain than procedures aiming to normalize loudness of speech bands. A significant interaction was
found between bandwidth and input level for the high-frequency bands. ©2002 Acoustical Society
of America. @DOI: 10.1121/1.1436070#

PACS numbers: 43.66.Cb, 43.71.Bp, 43.66.Lj@MRL#

I. INTRODUCTION

Long-term power spectra of running speech produced
with a normal vocal effort show that the low-frequency com-
ponents of speech have more energy than the high-frequency
components@e.g., the international long-term average speech
spectrum, ILTASS, by Byrneet al. ~1994!#. More specifi-
cally, the one-third octave root-mean-square~rms! level at
500 Hz is about 15 dB higher than the one-third octave rms
level at 2000 Hz. Based on this picture, the assumption is
often made that the low-frequency speech bands sound
louder than the high-frequency speech bands. The assump-
tion is supported by relating the one-third octave rms levels
from 0.25 to 4 kHz of ILTASS to normal equal loudness
contours measured for pure tones~ISO R 226, 1961!. The
result of this exercise suggests that normal-hearing listeners
perceive the one-third octave speech bands below 1 kHz as
being louder than the one-third octave speech bands at and
above 1 kHz. The assumption is further supported by loud-
ness measurements of ILTASS-shaped noise filtered in
equivalent rectangular bandwidth~ERB! ~Fig. 1 in Moore,
2000! using a loudness model developed by Moore and Glas-
berg ~1997!. However, the seemingly only published study
on the relative loudness of speech bands, using a single-
talker speech signal in the free-field as stimulus, suggests
that normal-hearing listeners perceive the one-third octave
speech bands from 0.5 kHz to at least 3.15 kHz as being
equally loud~Holte and Margolis, 1987!.

The assumption that low-frequency speech bands sound
louder than high-frequency speech bands is made, for ex-
ample, when developing prescriptive procedures for fitting
hearing aids. Consequently, many prescriptive procedures,
such as NAL-R~Byrne and Dillon, 1986!, aim to present
speech bands at an equally loud level to avoid a detrimental
effect on speech intelligibility from upward spread of mask-
ing. To achieve this, the procedures prescribe relatively more
gain in the high than in the low frequencies. The equal loud-

ness of speech bands rationale is supported by empirical data
of which some were measured under headphones~Byrne,
1986; Skinner, 1988!. However, a recent investigation
~Keidseret al., 2000! found that the relative loudness of low-
and high-frequency sounds may be affected by the type of
receiver used, that is, whether the receiver is a loudspeaker,
supra-aural headphones, or insert earphones. As part of that
investigation, a balancing test was conducted to study the
relative loudness of low- and high-frequency bands of
speech-filtered babble-noise presented in the free field. The
balancing test was completed using two bandwidths and two
levels. As there is relatively little information available on
this issue, the data are briefly reported here.

II. METHOD

A. Subjects

Ten subjects~five males and five females! who passed a
screening test at 10 dB HL across the frequencies from 0.25
to 4 kHz on both ears were recruited.

B. Instrumentation

An eight-talker babble-noise~four male and four female
talkers!, prefiltered to match the one-third octave rms levels
of ILTASS ~Byrne et al., 1994! in the sound field, was used
as stimulus. This stimulus has all the characteristics of
speech, but little or no intelligibility and less temporal inten-
sity fluctuations. The babble-noise was played back from a
digital audio recorder~SONY TCD-D10 PRO! and was
bandpass filtered in real time using the Knowles’ Experimen-
tal Processor for Acoustic Research~KEPAR!. In KEPAR,
octave bands and ERBs were implemented using Butter-
worth filters of 18th and 12th order, respectively. Both types
of filter were created with the center frequencies of 0.25, 0.5,
1, 1.5, 2, 3, and 4 kHz. Two filters were running simulta-
neously in KEPAR and the processing from each filter was
presented through each of two separate output channels.
Each output was connected to a remotely controlled variablea!Electronic mail: gitte.keidser@nal.gov.au
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attenuator. The output of each attenuator was taken to a se-
lector box from which the filtered babble-noise was pre-
sented through an amplifier and a loudspeaker in the free
field.

C. Procedure

In a large anechoic chamber the subject was seated
about 2 m in front of a loudspeaker. By using a switch on the
selector box the subject compared two bands of babble-
noise. One band was always the 1.5-kHz band, which was
used as reference. The subject’s task was to adjust the level
of a test band to match that of the reference using an un-
marked knob attached to the remotely controlled attenuator
and a bracketing method. At the beginning of each adjust-
ment, the test band was always softer than the reference
band. The subject could listen to each band for as long as
desired and could switch between bands as many times as
desired. Each subject completed four sessions, each testing
one of two bandwidths~octave and ERB! and one of two
levels ~65 and 85 dB SPL!. At the two levels the 1.5-kHz
band was presented at the level corresponding to wideband
ILTASS-shaped babble being presented at 65 and 85 dB SPL
at the position of the subject’s head. Five adjustments were
completed for each level, bandwidth, and frequency~24 con-
ditions!. The four sessions were presented in a randomized
order for each subject with the frequencies presented ran-
domly within each session. The first adjustment for each con-
dition was considered as a practice adjustment and was dis-
carded in the following analyses.

III. RESULTS

Overall, the data were very consistent, both within and
between subjects. For example, across 240 cases~24 test
conditions310 subjects!, the mean of the within-subject
standard deviation values~SDs! of four selected attenuator
levels was 2.6 dB~ranging from 0.2 to 7.6 dB!. Further,
across the twenty-four test conditions the mean of the
between-subject SDs of the average selected attenuator lev-
els was 4.4 dB~ranging from 2.0 to 6.6 dB!.

For each bandwidth and each level, the average attenu-
ator levels measured for each subject and each test frequency
were subtracted from the attenuator level used for the 1.5-
kHz band. The difference between the attenuator levels indi-
cated the gain needed to make each speech band equally loud
to the appropriate 1.5-kHz band. The gain levels relative to
1.5 kHz were used as observations in an analysis of variance
using bandwidth, level, and frequency as repeated measures.
The result of this analysis showed a highly significant inter-
action between the three factors (p,0.004). Figure 1 shows
how the selected gain relative to 1.5 kHz varied with band-
width, level, and frequency. Within each combination of
bandwidth and level, the ovals show the frequency bands
that were not significantly different from each other (p
>0.05) according to apost hoc analysis of means
~Newman–Keuls!. Generally, significantly less gain was re-
quired for the low~0.25 and 0.5 kHz! than for the mid and
high ~1, 2, 3, and 4 kHz! frequencies to make the test bands
equally loud to the 1.5-kHz band (p,0.05).

IV. DISCUSSION

Ten normal-hearing subjects balanced the level of fil-
tered ILTASS-shaped babble-noise to equal loudness. For
two bandwidths~octave and ERB! and two input levels
~wideband babble of 65 and 85 dB SPL!, the subjects se-
lected significantly less gain~about 10 dB! to make the
bands of 0.25 and 0.5 kHz equal in loudness to the 1.5-kHz
band than was needed to make the bands of 1, 2, 3, and 4
kHz equally loud to the 1.5-kHz band. This outcome is in
agreement with the observations based on relating the one-
third octave levels of ILTASS to the normal equal loudness
contours for pure tones~ISO R 226, 1961! and a loudness
model ~Moore, 2000!. However, the findings differ from
those of Holte and Margolis~1987! who found no significant
difference between levels selected for 0.5, 0.8, 1, 2, and 3.15
kHz, and a small difference in gain of 4 dB between 0.25 and
1 kHz.

There are several procedural differences among the four
investigations, including method and test stimuli. It seems
unlikely that differences in the psychometric method used to
obtain the equal loudness curves@this study, ISO R 226
~1961! and Holte and Margolis~1987!# would affect one fre-
quency region only. Further, differences in type of stimulus,
test bandwidth, and temporal fluctuations seem unlikely to
explain any discrepancy in relative levels between studies
~Ricketts and Bentler, 1996; Mooreet al., 1999!. Two fac-
tors, however, may account for the discrepancy between
Holte and Margolis~1987! and the other observations. First,
in this study and the ISO R 226 subjects balanced the level
of two stimuli with the same bandwidth, whereas the sub-
jects in Holte and Margolis’ study balanced the level of un-
filtered speech to that of filtered speech. If, in the latter case,
the subjects matched the vocal effort of the filtered and un-
filtered stimuli rather than the overall loudness, then this
would bias the result in the direction that all bands were
perceived equally loud. Second, this study and the investiga-
tions using the ISO R 226 equal loudness curves and the
Moore and Glasberg loudness model were based on an
ILTASS-shaped stimulus. Thus, these stimuli had a spectral
shape different from the single-talker stimulus used in Holte

FIG. 1. The average gain levels relative to 1.5 kHz selected for each test
frequency as a function of bandwidth and presentation level. Within each
bandwidth and presentation level, the ovals group the frequencies for which
the selected gain levels were not significantly different.
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and Margolis~1987!. Figure 2 shows how the data of Holte
and Margolis would compare to the data from this study if
~1! the levels presented in their Fig. 2 were converted to gain
levels relative to the 1-kHz speech band, and~2! the differ-
ences in one-third octave speech levels used by Holte and
Margolis and ILTASS were applied to the data. As seen in
Fig. 2, the outcome of Holte and Margolis’ study is then
similar to the outcome of this study apart from at 4 kHz. The
4-kHz filtered stimulus is a difficult stimulus for the purpose
of loudness judgments, as it has particularly strong variations
of intensity ~and therefore loudness! with time. This diffi-
culty may have interacted in some unknown manner with the
different reference stimuli used in the two experiments.

Overall, data show a prevalent support for the hypoth-
esis that the low-frequency speech bands~,1 kHz! are
louder than the high-frequency speech bands. Therefore, fit-
ting procedures aiming to restore loudness of speech bands
to normal must prescribe higher gain targets at 0.25 and 0.5
kHz than fitting procedures aiming to present speech bands
at equally loud levels as demonstrated by Byrneet al.
~2001!.

This study found a significant interaction between band-
width and input level. Particularly, the difference in selected
gain levels among the two highest test bands varied across
bandwidth and input level~Fig. 1!. The higher test bands
generally produced higher SDs than the lower test bands,
which suggest that it was more difficult to judge the overall
loudness of the high frequency bands, presumably because
they sounded less familiar. Further, Fig. 1 suggests that for a
given input level there is a trend for the relative loudness
between low- and high-frequency speech bands to be smaller
for the wider speech bands. It is also interesting to note that
the subjects selected lower gain levels~relative to the 1.5-
kHz reference band! when listening to the higher~85 dB
SPL! than lower~65 dB SPL! input level. It is possible that
these trends are the results of a combination of the following
factors:~1! power summation within the broader bands, es-
pecially within the high-frequency bands where the speech
spectrum displays a significant slope,~2! loudness summa-

tion, and~3! flattening of the equal loudness curves as the
input level increases~ISO R 226, 1961!. More systematic
research is needed to understand relative loudness across fre-
quencies of complex sounds.

V. CONCLUSION

When listening to filtered babble-noise that varied in
one-third octave levels according to ILTASS, normal-hearing
subjects judged the bands below 1 kHz to be significantly
louder than the bands above and including 1 kHz. This ob-
servation applied to two different bandwidths~ERB and oc-
tave! and two different input levels~65 and 85 dB SPL!.
With respect to hearing aid fitting, the observations suggest
that procedures aiming to equalize loudness of speech bands
must produce less gain in the low frequencies than proce-
dures aiming to normalize loudness of speech bands. Band-
width and level showed a significant interaction among the
high-frequency test bands, possibly because it is more diffi-
cult to judge loudness of these bands due to the unfamiliar
sound.
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Radiation impedance matrices for rectangular interfaces
within rigid baffles: Calculation methodology and applications
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The coupling of sound fields through a finite-sized aperture in a plane rigid baffle where the region
~half-space! on one side is unbounded can be described by an integral equation which constitutes a
boundary condition for the field on the other side of the aperture. Such a boundary condition, when
the pressure and the normal velocity are expanded in basis functions defined over the aperture, can
be recast into a matrix form relating the coefficients of the basis functions in the expansions, the
principal feature being a matrix of fourfold~double-area! integrals analogous to those encountered
in studies of radiation from flexible pistons in rigid baffles. A substantial analytical reduction to
sums of single nonsingular integrals is derived for the elements of this radiation impedance matrix
when the aperture is rectangular and the basis functions are expressible as a sum of products of
exponential functions of the Cartesian coordinates of the aperture plane, with the exponential
coefficients being arbitrary complex numbers. The validity of the result is substantiated by its
reduction to previously published results for less general cases. Its utility is demonstrated with the
example of diffraction by a square hole in a screen. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1430684#

PACS numbers: 43.20.El, 43.20.Rz, 43.30.Jx@JGM#

I. INTRODUCTION

Many acoustical systems of topical interest involve in-
terfaces, with an interface typically dividing two regions
with distinct characteristics, although sometimes1 interfaces
are conceptually created to separate regions where different
mathematical descriptions are used. Mathematical formula-
tions involving interfaces typically lead to equations involv-
ing integrals over all or a portion of the interface. Deriva-
tions of such integral equations date back to Helmholtz,2

Rayleigh,3 Kirchhoff,4 Kellogg,5 and Maue.6 A review and
fresh derivations can be found in a monograph article by
Pierce.7 Modern acoustical literature makes extensive use of
such integral equations, as is exemplified in recent papers by
Koo, Ih, and Lee,8 by Giordano and Koopmann,9 by Gins-
berg and McDaniel,10 and by Cunefare and De Rosa.11

The present paper is concerned with when the interface
is a plane surface~Fig. 1!, for which only a finite portion is
not rigid. On one side of the interface is a semi-infinite half-
space, and on the other side is an acoustical system that need
not be explicitly specified. The nonrigid portion of the plane
is the active interface~here referred to simply as the aper-
ture!, and the examples that are treated in this paper are for
when this aperture has a rectangular shape. However, the
technique developed here could be applied to apertures of
more general shape.

The principal mathematical entity that emerges during
the development of the analysis within the paper is a fourfold
integral of the general form

Ja,b~k!5E
A
E

A8
Fa~x,y!Cb~x8,y8!

eikR

R
dx8dy8 dxdy,

~1!

where R5@(x2x8)21(y2y8)2#1/2 is distance between
points on the aperture. Both of the area integrations extend
over the area of the aperture. The functionsFa(x,y) and
Cb(x,y) are theath andbth members of each of two sets of
functions—each set havingN members, with the numberN
possibly being̀ . The two sets can possibly be the same set.
The article explains how matrices, where the~a,b!th element
is proportional toJa,b , can arise in the analysis of individual
problems within a wide class of acoustical problems, and it
also discusses how the requisite fourfold integral can be
evaluated.

The explicit evaluation of integrals of such a generic
type has been discussed in many previous papers. The
present authors have studied, for example, the work pre-
sented in papers by Snyder and Tanaka,12 by Takahagi, Na-
kai, and Yamai,13 by Li and Gibeling,14 and by Leppington,
Broadbent, and Heron.15 Various numerical and analytical
tricks are known and discussed in this literature for simpli-
fying the numerical work of the integration for special cases
of the aperture shape and for special forms of the functions
Fa(x,y) andCb(x,y); the principal achievement in the cur-
rent paper is the reduction of the integration to a finite sum
of one-dimensional integrals, where the integration is over a
finite region, where the integrand is finite, and where the real
and imaginary parts of the integrand have a finite number of
maxima and minima. This is also for a special case; in par-
ticular, the aperture must be of rectangular shape, and the
functionsFa(x,y) andCb(x,y) must each be of the form of
a finite sum of terms, each term of the formepxeqy, where
the exponent coefficients~p andq! are ~in general! complex
numbers and differ from term to term. Such restrictions nev-
ertheless allow the possibility for theFa(x,y) andCb(x,y)
to be functions that one would naturally use in the solution of
many acoustic problems.~The reason for the restriction in-
volving exponentials is so that one can exploit the propertya!Present address: SACLANT Undersea Research Centre, La Spezia, Italy.
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euev5eu1v in the analytic simplification of the integrals.!
Apart from the discussion of the methodology of the

evaluation of such integrals, the significance of the present
paper is that it shows how many complex problems can be
reduced to a manageable form in which the presence of half-
spaces is replaced by a boundary condition, with the bound-
ary condition expressed by a matrix relation, in which inte-
grals of the form of that in Eq.~1! appear in the matrix
elements. Prior literature making use of such integrals has
for the most part been restricted to the classic case of radia-
tion from a baffled diaphragm in various specified states of
vibration. The recognition that analogous mathematical ideas
apply to wider classes of problems deserves a systematic
exposition.

II. INTEGRAL RELATIONSHIPS AND MATRICES

A. Integral relations on interfaces

The region of the interface plane that is not rigid is the
aperture of areaA. On the other side of the areaA there may
be virtually anything insofar as the present paper is con-
cerned. There may, for example, be an elastic plate with a
fluid cavity on the other side. As viewed from the half-space,
the interface is such that the normal component of the fluid
velocity is zero along the rigid portion, but over the bounded
area portion, it is in general nonzero. Insofar as the rest of the
universe is concerned~i.e., that on the other side of the in-
terface! the half-space can be formally replaced by an inter-
face boundary condition. A suitable derivation results when
the field in the half-space is written as the sum of an incident
wave, a reflected wave, and a wave radiated from the aper-
ture. The pressure associated with the reflected wave is taken
as of the same form as for the incident wave, except~in
accord with the method of images! the argumentz is replaced
by its negative. The combination of the incident and reflected
waves conforms to the rigid surface boundary condition ev-
erywhere on the surfacez50. This boundary condition does
not apply, however, on the aperture, where the outward nor-
mal component~away from the surface, into the fluid, and
back toward the source! of the fluid velocity has some pos-
sibly nonzero value ofvn, int(x,y). This velocity, although
not necessarily known, can be regarded as the source of a

wave that radiates from the aperture back into the half-space.
The expression for this wave results from an analysis due to
Rayleigh,3 the result of which is most frequently used in the
prediction of sound radiation from baffled pistons. For the
case described here, the taking of the limit asz→0 results in
the following integral equation,

pint~xS!52pinc~xS!1M„xS ,$vn, int~xS!%…, ~2!

on the portionA of the surface, wherexS is a point on the
surface,pinc is the amplitude of the incident wave,pint is the
pressure at the interface, and where

M~xS ,$vn, int%!52
ivr

2p E E vn, int~x8,y8!
eikR

R
dx8dy8.

~3!

HereR is the distance that appears in Eq.~1!.
@This integral relation is a special case of Eq.~427! in

the 1993 tutorial article by Pierce,7 as the termL1$z,ptot%
that appears there is identically zero when the bounding sur-
face is flat. The general equation appears, possibly for the
first time, as Eq.~10! in the 1949 paper by Maue.6 For planar
surfaces, the equation dates in principle back to an 1897
paper by Rayleigh,16 insofar as Rayleigh used integral equa-
tions in relation to the problem of diffraction of sound by an
aperture in a thin rigid screen. Although one can identify
various instances where analogous ideas appear in the litera-
ture, the first explicit appearance of a version of Eq.~2! that
is applicable to diffraction by an aperture is apparently Eq.
~2.15! in the second edition~1950, the relevant passage being
written by Copson! of Baker and Copson’s monograph.17

Equation ~2! that appears above follows directly from
Copson’s Eq.~2.13! when one setsxo50.#

B. Integral relations as boundary conditions

A principal use for Eq.~2! is as a boundary condition for
the portion of the overall acoustic system that lies on the
other side of the aperture~i.e., that side that is not a half
space!. A nontrivial example is shown in Fig. 2. The mouth
of the aperture is occupied by a cantilevered plate and this in
turn is backed by a finite cavity with walls idealized as rigid.
Because of the incident acoustic wave from the half-space
side, both the backing cavity and the cantilevered plate are
set into vibration. The partial differential equations of acous-
tics govern the fluid oscillations within the cavity, and the
plate can be regarded as undergoing vibrations jointly forced
by the pressure on the half-space side and by the pressure on
the cavity side. The normal components of the fluid velocity
on the two sides of the plate are equal and both are the same
as the transverse velocity of the plate. The overall coupled
vibration problem can be formulated with the integral rela-
tion ~2! serving as the only requirement that relates the
plate’s transverse velocity to the pressure on its front side.

C. Matrix formulation of interface relationship

In the solution of specific problems, especially when the
dimensions of the areaA are less than a few wavelengths, the
recasting of Eq.~2! into a matrix form provides a viable,
although not necessarily exact, alternative. In the spirit of the

FIG. 1. Sketch of general situation for which the analysis of the present
paper applies. An arbitrary acoustic system is coupled to a half-space
through an interface of areaA. The plane@~x,y!-plane# of the interface except
for the interface itself appears rigid to the medium on the other side (z
.0) of the half-space.
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general Galerkin method, one chooses two sets of basis func-
tions, $Fa(xS)% and $Cb(xS)%, each withN members, and
assumes that sums of the form

pint5(
a

paFa ; vn, int5(
b

vbCb ~4!

for appropriate choices of the coefficients,pa andvb , give
adequate representations for the corresponding functions for
all points within the areaA. These individual basis functions
for either set are not necessarily taken as orthogonal and
normalized, but they are taken as linearly independent.
~There are various rational ways for choosing these basis
functions, some involving variational formulations and a pri-
ori physical insight. They can be taken as complete sets of
orthonormal functions, withN5`, so that no approximation
is necessarily implied. The implied arbitrariness here is to
allow extensive latitude in the actual choice, although the
choices are restricted in the subsequent discussion regarding
the evaluation of integrals.!

With the expansions taken as valid, Eqs.~4! can be sub-
stutited into Eq.~2!, and multiplication by any one of the
Fa(x,y), followed by integration over the areaA, yields the
set ofN algebraic equations:

(
a8

Na,a8pa852Fa2
ivr

2p (
b

Ja,bvb , ~5!

where the quantityJa,b is the integral that appears in Eq.~1!.
The other quantities that appear are

Na,a85E
A
FaFa8dA; Fa5E

A
pincFadA. ~6!

Alternative recastings of the matrix relation~5! allow
identification of what can be referred to asradiation imped-
anceand radiation admittancematrices. In acoustical con-
texts the term impedance is used to refer to proportionality
constants mapping velocity amplitudes to pressure ampli-

tudes, while admittance is used to refer to proportionality
constants mapping pressure amplitudes to velocity ampli-
tudes. To identify the former, one multiplies both sides of~5!
by the inverse of the~symmetric! matrix with elements
Na,a8 , with the result

pa52Ea1(
b

Za,bvb , ~7!

whereEa corresponds to theFa term and

Za,b52
ivr

2p (
a8

~N21!a,a8Ja8,b . ~8!

The latter is termed theradiation impedance matrixbecause

prad~xS!5(
a

H(
b

Za,bvbJ Fa~xS! ~9!

is to be regarded~although possibly only as an approxima-
tion because of the truncation to finiteN! as the radiated
portion of the acoustic pressure at the aperture.~The linear
independence of the basis functionsFa guarantees that the
requisite matrix inverse exists.!

Theradiation admittance matrix, with elementsYb,a , is
analogously identified as the inverse of the radiation imped-
ance matrix, so that

(
a

Yb,aZa,b85db,b8 ; (
b

Za,bYb,a85da,a8 . ~10!

~The radiation impedance matrix is not necessarily symmet-
ric; neither is the radiation admittance matrix. Nevertheless,
right inverses are always the same as left inverses. The pos-
sibility that, with some choices of the two sets of basis func-
tions, the radiation impedance matrix may not have an in-
verse is unlikely and is here disregarded.!

Pertinent results to be noted at this point are~i! that the
boundary condition replacing the half-space can be ex-
pressed in terms of either the radiation impedance matrix or
the radiation admittance matrix and~ii ! evaluation of either
of these matrices requires the evaluation of the integral in
Eq. ~1!.

D. Fourier transform representation

In some of the applicable related literature, a recent ex-
ample being a 1995 paper by Graham,18 an alternate repre-
sentation of the integral in Eq.~1! is used. Since the equiva-
lence is not obvious and is typically not mentioned, a brief
derivation is given here. A double Fourier transform of the
kernel ~Green’s function evaluated at a point on the same
plane as the source! that appears in the integral yields

eikR

R
52

1

2p i
lim
e→0

E
2`

` E
2`

` N~e,kx ,ky!

~k22kx
22ky

2!1/2dkx dky ,

~11!

with the numerator in the integrand being

N~e,kx ,ky!5e2ekx
2
eikx~x2x8!e2eky

2
eiky~y2y8!. ~12!

The radical in the denominator is understood to have a phase
of p/2 wheneverkx

21ky
2 is greater thank2.

FIG. 2. Example of a problem to which the formulation in the paper applies.
A plane wave is incident on a baffled cantilevered plate~displacements and
slopes held to zero around the boundary!, and the plate is backed by a cavity
with rigid walls.
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Insertion of the Fourier transform~11! into the qua-
druple integral~1!, followed by an exchange of the order of
integration, yields

Ja,b52
1

2p i E2`

` E
2`

` F̂a~kx ,ky!Ĉb~2kx ,2ky!

~k22kx
22ky

2!1/2 dkx dky ,

~13!

where

F̂a~kx ,ky!5E E Fa~x,y!eikxxeikyy dA ~14!

with the overcaret designating the Fourier transform of the
corresponding function. Here the implied limit ase→0 has
been taken; the principal reason for expressing Eq.~11! as a
limit is to guarantee that the interchange of integration order
is allowable.

One could be tempted into taking Eq.~13! as a starting
point rather than Eq.~1!, inasmuch as that, for the same
circumstances as are taken further below, the two double

Fourier transformsF̂a(kx ,ky) and Ĉb(2kx ,2ky) can be
evaluated in closed form, so the initial fourfold integral is
immediately reduced to a twofold integral. However, the in-
tegrations overkx andky are between infinite limits and one
still has a singular integrand with which to contend. Never-
theless, this representation is useful when one considers
high-frequency limits and can exercise the option of using
asymptotic methods. The interest here is with when the fre-
quency is not large.

III. A FUNDAMENTAL INTEGRAL FOR RECTANGULAR
APERTURES

A. Generic basis functions

The circumstances alluded to above where some analyti-
cal simplification of the integral~1! is achievable are when
the aperture is rectangular. For definiteness, the aperture is
here taken~Fig. 3! to extend fromx52a to x5a, and from
y52b to y5b, so that the areaA is 4ab. ~In much of the
prior literature,a and b denote the total rectangle dimen-

sions, and they accordingly correspond to quantities that are
twice as large as the present paper’sa andb.!

Among possible basis functionsFa(x,y) or Cb(x,y)
that one might use for such a geometry are products of
Warburton19 functions, one factor depending onx/a and the
other factor depending ony/b, with the even and odd War-
burton functions appropriate to thex-coordinate being

we,n~x/a!5
cosh~ke,nx/a!

cosh~ke,n!
2

cos~ke,nx/a!

cos~ke,n!
, ~15!

wo,n~x/a!5
sinh~ko,nx/a!

sinh~ko,n!
2

sin~ko,nx/a!

sin~ko,n!
, ~16!

whereke,n andko,n are roots of

tanh~ke,n!52tan~ke,n!; tanh~ko,n!5tan~ko,n!.
~17!

These functions satisfy the boundary conditions of being
zero and of having zero slope atx56a and jointly consti-
tute a complete set.~They occur naturally in the theory of
beams that are cantilevered at both ends.! Use of products of
Warburton functions would be a natural choice if the aper-
ture were occupied by a cantilevered plate.~The terminology
‘‘Warburton functions’’ is not standard, but there is no other
name associated with the functions listed above. Warburton
was apparently the first to recognize their potential useful-
ness as basis functions in more general contexts.!

Alternative choices of basis functions would be products
of trigonometric functions, e.g., cos (npx/a), cos„@n

1( 1
2)#px/a…, sin (npx/a), and sin„@n1( 1

2)#px/a…. One
could choose a complete set of basis functions of such a type
where the sets ofx- andy-dependent factors are themselves
complete sets, and where every element in, say, the set of
x-dependent factors satisfies the boundary condition of being
zero at the two end-points (x56a) or a complete set where
every element satisfies the boundary condition of having
zero derivative at the two end-points.

In all such considered cases, each basis function can be
selected as a single product or as a sum of products of ex-
ponentials where a single term is a constant times a quantity
of the generic formepx/aeqy/b. Here the quantitiesp and q,
which differ from term to term, are constants, and can pos-
sibly be purely real, purely imaginary, or complex. Thus one
has

Fa~x,y!5(
n̄

Ca,n̄epa,n̄x/aeqa,n̄y/b, ~18!

Cb~x,y!5(
m̄

Db,m̄er b,m̄x/aesa,m̄y/b. ~19!

Here the sums should be regarded as sums over integersn̄
andm̄, respectively, with finite upper limits that depend ona
andb, respectively. The quantitiesp andq depend ona and
n̄, while the quantitiesr and s depend onb and m̄. The
coefficientsCa,n̄ and Db,m̄ depend on the choice one has
made for the basis functions, but are independent of position
within the aperture. Note, for example, that any product and
any sum of products of Warburton functions can be written
in the form of Eqs.~18! and ~19!.

FIG. 3. Rectangular interface in a rigid baffle. The rectangle has dimensions
2a by 2b, and the coordinate origin is in the center of the rectangle.
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B. Definition of the fundamental integral

In the evaluation of the integrals that sum to yield the
quantity in Eq.~1!, a substantial notational simplicity results
when one changes the integration variables toj5x/a and
h5y/b, thereby facilitating the definitionkR5R with the
identification

R25~ka!2~j2j8!21~kb!2~h2h8!2. ~20!

With such substitutions, the integral in~1! takes the form

Ja,b5~ab!3/2(
n̄,m̄

Ca,n̄Db,m̄I 4~p,q,r ,s,ka,kb!, ~21!

where

I 4~p,q,r ,s,ka,kb!

5k~ab!1/2E
21

1 E
21

1 E
21

1 E
21

1 eiR

R P dj8 dh8 dj dh, ~22!

P5epjeqher j8esh8. ~23!

In the latter definition, for notational brevity, the subscripts
on p, q, r, s have been suppressed. The subscript 4 onI 4

serves as a reminder that the integral, as originally posed, is
a fourfold integral. The coefficient in front of the integral has
been selected so thatI 4 is ~i! dimensionless,~ii ! symmetric in
interchange ofp, r, ka with q, s, kb, ~iii ! unchanged ifp and
q are replaced byr ands, respectively, and (iv) finite, nei-
ther zero nor infinite, in the limitk→0, with a/b held fixed.
The achievement here is that the evaluation of the generic
integral~1! has been reduced to the evaluation of an integral
with the specific form of Eq.~22!, the value of which is
completely specified by six numbers.

The notation introduced above has the inconvenient
property that it is not readily amenable to one’s taking the
limit of k50, with the constraint thata/b be held constant.
However, the analysis given below leads to a natural decom-
position

I 4~p,q,r ,s,ka,kb!5J1~ka,p,r ,q,s,a/b!

1J1~kb,q,s,p,r ,b/a!. ~24!

Neither of the two terms on the right individually exhibits
the symmetry property ‘‘~ii !’’ above, but the sum does have
this property by virtue of the way the argument lists are
written. @Identification of the functionJ1 ~which is a single,
rather than a fourfold, integral! appears further below in Eq.
~37! and in Eq.~42!.#

C. Tutorial derivation of the analytical reduction

The initial step for evaluation of the integralI 4 is the
transformation

E
21

1 E
21

1

Q~j,j8! dj8 dj5E
0

2

F~u! du, ~25!

where

F~u!5E
211u

1

Q~j,j2u! dj1E
21

12u

Q~j,j1u! dj.

~26!

@This is derived by first breaking thej8 integration into in-
tegrals from21 to j and fromj to 1. In the first such inte-
gral, one setsj85j2u; in the second, one setsj85j1u. In
each case the integration variable becomesu, with the inte-
gration limits becoming 0 and 11j for the first integral, and
becoming 0 and 12j for the second integral. In each of the
resulting double integrals overj andu, the order of integra-
tion is changed so that thej integration is done first, theu
integration is done second. In the first double integral, the
integration is over a triangle with vertices (u50, j51),
(u52, j521), and (u50, j51), so the limits after the
change of integration order become211u and 1 for thej
integration and 0 and 2 for theu integration. A similar inter-
change for the second double integral results in new integra-
tion limits of 21 and 12u for thej integration and of 0 and
2 for theu integration.#

With an analogous transformation for theh and h8 in-
tegrations, the integralI 4 becomes

I 45k~ab!1/2E
0

2E
0

2 eiR

R A~u,p,r !A~v,q,s! du dv, ~27!

A~u,p,r !5B~u,p,r !1B~u,2p,2r ! ~28!

B~u,p,r !5e2ruE
211u

1

e@p1r #j dj

5
1

~p1r !
~e~p1r !e2ru2e2~p1r !epu!, ~29!

where now

R25~ka!2u21~kb!2v2. ~30!

@The result for the special casep52r follows directly
~as discussed below! by settingr 52p1e and then taking
the limit ase→0, so it need not be considered separately. For
typical choices of basis functions, this special case is likely.#

With the use of the splitting in Eq.~28!, the integralI 4

breaks up into four terms, so one writes

I 4~p,q,r ,s,ka,kb!

5 (
1,2

K2~6~p,r !,6~q,s!,ka,kb!

5K2~p,r ,q,s,ka,kb!1K2~2p,2r ,q,s,ka,kb!

1K2~p,r ,2q,2s,ka,kb!

1K2~2p,2r ,2q,2s,ka,kb!, ~31!

where

K2~p,r ,q,s,ka,kb!

5k~ab!1/2E
0

2E
0

2 eiR

R B~u,p,r !B~v,q,s! du dv. ~32!

Here the subscript 2 serves to remind one that the integral is
a twofold integral. Note that the order of the exponent coef-
ficients in the argument list ofK2 is different from that in the
argument list ofI 4 . The reason is that the ensuing analysis
tends to pairp with r andq with s. The summation conven-
tion implied by the notation in the first expression on the
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right side of Eq.~31! is defined by the second expression.
One sums over all four possible sign combinations, but with
p andr having their signs changed simultaneously, and with
q ands having their signs changed simultaneously.

To reduce the double integral in Eq.~32! to a sum of
single integrals, it is sufficient to transform the integration to
polar coordinates. Some simplification results if one divides
the square in the~u, v!-plane into two right triangles, each
having a common hypotenuse along the line proceeding at an
angle of 45° from the origin to the point~2,2!. In the lower
triangle, one sets

u5
1

ka
R cosf; v5

1

kb
R sinf, ~33!

so that the domain of integration is

0,R,2ka/cosf; 0,f,tan21 ~b/a!. ~34!

Analogous relations hold for the upper triangle, only witha
andb interchanged. In both cases the differential of integra-
tion transforms to

dudv→ 1

k2ab
RdRdf. ~35!

One also recognizes that the two integrals have identical
form, providing one interchangesp and r with q ands, and
ka with kb. Thus one can set

K2~p,r ,q,s,ka,kb!5L1~ka,p,r ,q,s,a/b!

1L1~kb,q,s,p,r ,b/a!. ~36!

Here argumentska anda/b, or kb andb/a, are used because
they appear more naturally in the derived expressions for the
L1 and because theL1 are not symmetric in the interchange
of p, r, kawith q, s, kb. Use of such arguments also makes it
easy to take a meaningful limit ask→0. This allows identi-
fication of the functionJ1 that appears in Eq.~24!, the iden-
tification being

J1~ka,p,r ,q,s,a/b!5 (
1,2

L1„ka,6~p,r !,6~q,s!,a/b…,

~37!

where the convention for doing the sum is the same as in Eq.
~31!.

Performance of theR-integration involved in the evalu-
ation of theL1 function yields

L1~ka,p,r ,q,s,a/b!52~a/b!1/2E
0

tan21 ~b/a!
L secf df.

~38!

Here the factorL is recognized~but see comments further
below! as

L~ka,p,r ,q,s,a/b,f!

5
1

~p1r !~q1s!
@e~p1r !e~q1s!F~ka,2r ,2~a/b!s,f!

2e~p1r !e2~q1s!F~ka,2r ,~a/b!q,f!

2e2~p1r !e~q1s!F~ka,p,2~a/b!s,f!

1e2~p1r !e2~q1s!F~ka,p,~a/b!q,f!# ~39!

with

F~ka,p,~a/b!q,f!5
e2D21

2D
, ~40!

D~ka,p,~a/b!q,f!5 ika secf1p1~a/b!q tanf.
~41!

There is no convenient notational mnemonic for representing
the sum of the four terms in Eq.~39!, although a pattern is
evident: the second term differs from the first in thatq→
2s ands→2q; the third term differs from the first in that
r→2p and p→2r ; and the fourth term differs from the
first in that all of these sign changes and interchanges simul-
taneously take place.

Note that, with the result~38!, the expression for the
contributory termJ1 in Eq. ~24! becomes

J1~ka,p,r ,q,s,a/b!

52~a/b!1/2E
0

tan21 ~b/a!S ( L D secf df, ~42!

where all the similar terms with the same integration limits
have been expressed as a single integral over the sum of the
integrands; in this particular instance, the integrand factor is

S ( L D5 (
1,2

L„ka,6~p,r !,6~q,s!,a/b…. ~43!

Here, again, the summation convention is the same as in Eq.
~31!.

Equation~38! is applicable regardless of the values of
the arguments. However, the explicit form~39! for the inte-
grandL(ka,p,r ,q,s,a/b) applies only if bothp1r and q
1s are nonzero. Special forms ofL(ka,p,r ,q,s,a/b) that
are valid when one or both of these quantities are zero are
derived in the following section.

In summary, the integralI 4 is given by Eq.~24! with the
quantitiesJ1 given by Eq.~37!, or equivalently by Eq.~42!,
and by the associated definitions that define the integrand. In
the statement given here, it is understood that the indicated
arguments are all dummy arguments. Thus, for example, the
result forL1(kb,q,s,2p,2r ,b/a) is obtained with suitable
substitutions for arguments in the stated expression for
L1(ka,p,r ,q,s,a/b).

Equations~24!, ~42!, and~43! compose the principal re-
sult of the present paper. The achievement is that the original
fourfold singular integral has been reduced to a sum of two
nonsingular single integrals. Moreover, providingp1rÞ0
andq1sÞ0, each such integral is representable in turn as a
weighted sum of integrals, each of the generic form

W~ka,p,q,a/b!5E
0

tan21 ~b/a! e2D21

2D
secf df, ~44!

D5 ika secf1p1~a/b!q tanf, ~45!

and each depending on four~rather than six! numerical con-
stants. This can be rewritten in a variety of alternate ways,
but a reduction of the overall integralW to an analytical
expression does not appear to be possible. Nevertheless, its
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direct numerical computation should present no difficulties.
~Note that, in spite of the factorD in the denominator, the
integrand is finite over the range of integration, regardless of
the values of the four parameters. Three other generic inte-
grals are needed to cover the special cases mentioned
above—these are defined further below.!

D. Limiting cases

The above results strictly apply only ifpÞ2r and q
Þ2s, but the special cases when one or both of the condi-
tions p52r or q52s apply can be handled by taking lim-
its. Thus, should the second and third arguments in the ex-
pression~39! for L be equal and opposite, one setsr 52p
1e and then takes the limit ase→0. Doing so yields

L~ka,p,2p,q,s,a/b,f!

5
1

~q1s! F2e~q1s!F„ka,p,2~a/b!s,f…

1e~q1s! H ]

]r
F„ka,2r ,2~a/b!s,f…J

r 52p

22e2~q1s!F„ka,p,~a/b!q,f…

2e2~q1s!H ]

]r
F„ka,2r ,~a/b!q,f…J

r 52p
G , ~46!

where it is presumed that the other pair of exponential coef-
ficients isnot equal and opposite. An analogous result, but
one involving differentiation with respect tos, emerges
should the fourth and fifth arguments be equal and opposite.
If both pairs are equal and opposite, one takes an additional
limit and a second derivative emerges in the result.

In all instances, the indicated first and second differen-
tiations yield as factors the generic functions

G„ka,p,~a/b!q,f…5
]

]D H e2D21

2D J
5

1

2D2 ~2De2D2e2D11!, ~47!

H„ka,p,~a/b!q,f…5
]2

]D2 H e2D21

2D J
5

1

D3 ~2D2e2D22De2D1e2D21!,

~48!

where the functionD„ka,p,(a/b)q,f… is the same as is de-
fined in Eq.~44!. With this notation, Eq.~46! and its coun-
terparts that result for other limiting cases are rewritten as

L~ka,p,2p,q,s,a/b,f!

5
1

~q1s!
@2e~q1s!F„ka,p,2~a/b!s,f…

2e~q1s!G„ka,p,2~a/b!s,f…

22e2~q1s!F„ka,p,~a/b!q,f…

1e2~q1s!G„ka,p,~a/b!q,f!], ~49!

L~ka,p,r ,q,2q,a/b,f!

5
1

~p1r !
@2e~p1r !F„ka,2r ,~a/b!q,f…

2~a/b!~ tanf!e~p1r !G„ka,2r ,~a/b!q,f…

22e2~p1r !F„ka,p,~a/b!q,f…

1~a/b!~ tanf!e2~p1r !G„ka,p,~a/b!q,f…#, ~50!

L„ka,p,2p,q,2q,~a/b!q,f…

54F„ka,p,~a/b!q,f…22G„ka,p,~a/b!q,f…

22~a/b!~ tanf!@2G„ka,p,~a/b!q,f…

2H„ka,p,~a/b!q,f…#. ~51!

With these latter three equations, one has the mathemati-
cal apparatus for the full use of Eqs.~42! and~43!, regardless
of the specific values for the exponent factorsp, q, r, ands.
One may note that the totality of such contingencies is ex-
pressible in terms of four generic four-parameter integrals.
One of these is theW(ka,p,q,a/b) that appears in Eq.~44!.
The other three are

X~ka,p,q,a/b!5E
0

tan21 ~b/a!

@2F2G# secf df ~52!

Y~ka,p,q,a/b!5E
0

tan21 ~b/a!

G tanf secf df, ~53!

Z~ka,p,q,a/b!5E
0

tan21 ~b/a!

@2G2H# tanf secf df.

~54!

Here, for brevity, the argument lists of the integrand factors
2F2G, G, andH have been suppressed. In all cases, the list
is the same as appears in the definition of the quantitiesF
andD in Eqs.~40! and~41!, as well as in Eqs.~47! and~48!.
As is emphasized above, the arguments in the list of these
defined functions should be regarded as dummy arguments.

IV. REDUCTION TO SIMPLER CASE OF RADIATION
FROM A RIGID RECTANGULAR PISTON

A. Expression for the mechanical impedance

The principal intent here is to establish credibility, for
readers not having the motivation to trace through in detail
the totality of the mathematical steps above, that the derived
results are indeed correct. To this purpose the case is exam-
ined of the total radiation force~area integral of pressure! on
a rigid piston vibrating in a rigid baffle. This is perhaps the
simplest instance in which Eq.~1! is encountered, and it has
been often discussed in the literature. The interest here is
specifically with results reported by Swenson and Johnson,20

Chetaev,21 Stenzel,22 Nomura and Aida,23 Burnett and
Soroka,24,25 Stepanishen,26 and Levine.27

The ratio of force to velocity is ordinarily termed ame-
chanical impedance, Zmech,rad. In terms of the quantities de-
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rived in the previous section, and with the associated results
incorporated, this mechanical impedance can be expressed so
that

ip
Zmech,rad

rcA
5

k

2A E E E E eikR

R
dx8 dy8 dx dy

5ka@2X~ka,0,0,a/b!2~a/b!Z~ka,0,0,a/b!#

1kb@2X~kb,0,0,b/a!2~b/a!Z~kb,0,0,b/a!#.

~55!

Here the integralsX(ka,0,0,a/b) and Z(ka,0,0,a/b) are as
defined above by Eqs.~40!, ~41!, ~47!, ~48!, ~52!, and ~54!.
In this limiting case, however, when the second and third
arguments are zero, the quantityD is simply ika secf. For
notational convenience, these integrals are here reexpressed
as

X~ka,0,0,a/b!5E
0

tan21 ~b/a!
T1~ ika secf! secf df ~56!

Z~ka,0,0,a/b!5E
0

tan21 ~b/a!
T2~ ika secf! tanf secf df

~57!

with the identifications

T1~D !5
1

2D2 @e2D22D21#, ~58!

T2~D !5
1

D3 @De2D2e2D1D11#. ~59!

In what follows, these expressions are used to show that
the results of the present article are consistent with what has
been given previously in the literature.

B. Swenson and Johnson’s formula

A letter to the editor by Swenson and Johnson,20 pub-
lished in 1952, gives a highly abbreviated derivation~with
only a brief suggestion of the methodology! of results for
square and rectangular pistons and quotes~without any deri-
vation! a result, here denoted asI ā,b̄ , for the quadruple inte-
gral that appears here in Eq.~55!. ~The quantitiesā andb̄ are
equal to the present paper’s 2a and 2b.!

Since the Swenson and Johnson formula is in the form
of an expansion in powers ofk, the comparison begins first
with the development of power series for theT1 andT2 that
appear in Eqs.~56! and ~57!, these being identified as

T1~ ika secf!52 i (
n51

`
~2i !n

~n11!!
~ka!n21 secn21 f,

~60!

T2~ ika secf!522i (
n51

`
~2i !nn

~n12!!
~ka!n21 secn21 f.

~61!

Insertion of these into Eqs.~56! and~57!, followed by term-
by-term integration, yields, after some additional mathemati-
cal steps,

I ā,b̄54~4ab!3/2(
m50

`

~21!m~4k2ab!m

3F Am

~2m12!!
1 ik~4ab!1/2

Bm

~2m13!! G , ~62!

where

Am5~a/b!m1~1/2!E
0

tan21 ~b/a!

sec2m11 f df

1~b/a!m1~1/2!E
0

tan21 ~a/b!

sec2m11 f df

2
1

2m13
@~@a/b#1@b/a# !m1~3/2!2~a/b!m1~3/2!

2~b/a!m1~3/2!#, ~63!

Bm5~a/b!m11E
0

tan21 ~b/a!

sec2m12 f df

1~b/a!m11E
0

tan21 ~a/b!

sec2m12 f df

2
1

2m14
@~@a/b#1@b/a# !m12

2~a/b!m122~b/a!m12#. ~64!

Apart from some minor cosmetic changes so as to make
fuller use of dimensionless quantities, and the use ofi instead
of 2 j , the expressions above are the same as those given by
Swenson and Johnson in their Eqs.~8!–~10!. The precise
correspondence is

Ā2m5~21!m~4ab!m1~3/2!Am , ~65!

B̄2m5~21!m~4ab!m12Bm , ~66!

in accord with Swenson and Johnson’s result

I ā,b̄54 (
m50

`
Ā2mk2m

~2m12!!
1 i4k (

m50

`
B̄2mk2m

~2m13!!
~67!

and with ā52a, b̄52b. The overbars distinguish symbols
used in their paper from those used in the present paper.

Swenson and Johnson’s formulas were rewritten and
used in numerical calculations in a 1971 paper by Sauter and
Soroka.28 As pointed out by Sauter and Soroka, all of the
integrals over the powers of the secant can be evaluated in
‘‘closed’’ form. The values of the first four such integrals are
relatively simple:

E
0

tan21 ~b/a!

secf df5 ln @~11@b/a#2!1/21b/a#, ~68!

E
0

tan21 ~b/a!

sec2 f df5b/a, ~69!
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E
0

tan21 ~b/a!

sec3 f df5
b

2a
@~11@b/a#2!1/21b/a#

1 1
2 ln @~11@b/a#2!1/21b/a#,

~70!

E
0

tan21 ~b/a!

sec4 f df5~b/a!1 1
3 ~b/a!3. ~71!

Expressions for integrals over higher-order powers of
the secant can be derived by consistent use of the mathemati-
cal identities

~n21! secn f2~n22! secn22 f5
d

df
~ tanf secn22 f!,

~72!

d

df
tanf5sec2 f;

d

df
ln ~secf1tanf!5secf. ~73!

C. Entrained mass and low-frequency limit

Examination of the first two terms in the expansion in
powers of the wave numberk yields additional substantiation
that the two derivations, that of the present paper and that of
Swenson and Johnson,20 in addition to agreeing with each
other, are correct. One finds, in particular, that

A05~a/b!1/2 ln@~11@b/a#2!1/21b/a#1~b/a!1/2

3 ln @~11@a/b#2!1/21a/b#2 1
3@~@a/b#1@b/a# !3/2

2~a/b!3/22~b/a!3/2#, ~74!

B05 3
2, ~75!

so that in the limit of low frequencies, Eqs.~55! and ~62!
yield

Zmech,rad'2 ivMent1
1

2p
rcA2k2, ~76!

where

Ment5
Ao

p
rA3/2 ~77!

is identified as theentrained mass~the apparent mass whose
inertia produces the reactive part of the mechanical imped-
ance!.

The second term in Eq.~76! is the low-frequency radia-
tion resistance and this is manifestly correct because, if one
begins with Eq. ~55! and expands the integrand factor
R21eikR in a power series, the corresponding term in the
power series expansion of the double area integral iskA2,
whereA is the area of the rectangle. What is reassuring is
that the same result emerges also after a rather intricate lim-
iting process from the more general result derived in the
present paper.

In regard to the entrained mass, one notes that, for a
square aperture, wherea/b5b/a51,

Ao52 ln ~11& !2 2
3 @&21#51.4866. ~78!

This yields an entrained mass for the square piston which
may be compared with that for the circular piston,

Ment50.473rA3/2 ~square!, ~79!

Ment50.479rA3/2 ~circular!, ~80!

where the numerical coefficient in the former is the numeri-
cal value ofAo /p and the latter coefficient is the numerical
value of 8/(3p3/2). The close agreement of the two numeri-
cal coefficients is striking and in accord with Rayleigh’s
prediction29,30 that the entrained mass for an elliptical aper-
ture ~orifice! is very nearly the same as that of a circular
aperture with the same area. From the standpoint of the
present paper, the agreement is a striking confirmation that
the analytical steps described here are correct.

D. Integral expressions of Chetaev and Levine

Chetaev21 was the first to reduce the multiple integral
describing the mechanical radiation impedance of a rigid pis-
ton to a sum of single integrals, although his integrals had
higher transcendental functions,Si(z) andCi(z), within the
integrands. In subsequent years, various authors succeeded in
finding clearer derivations and in reexpressing his result so
that the integrands did not involve higher transcendental
functions and so that the integrals would be more amenable
to numerical evaluation. The version selected here for com-
parison with the present paper’s result is that which appears
as Eq.~13! of a 1983 paper by Levine.27

To derive Levine’s equation from the present article’s
Eqs.~55!–~59!, change the integration variable fromf to z,
where, for the integrals,X(ka,0,0,a/b) and Z(ka,0,0,a/b),
that appear in Eqs.~56! and ~57!, one sets secf5z, so that

X~ka,0,0,a/b!

52
1

2~ka!2 E
1

~11@b/a#2!1/2

e2ikaz
dz

z2~z221!1/2

1
i

ka E1

~11@b/a#2!1/2
dz

z~z221!1/2

1
1

2~ka!2 E
1

~11@b/a#2!1/2
dz

z2~z221!1/2, ~81!

Z~ka,0,0,a/b!5
i

~ka!3 E
1

~11@b/a#2!1/2
dz

z3

2
1

~ka!2 E
1

~11@b/a#2!1/2
dz

z2

2
i

~ka!3 E
1

~11@b/a#2!1/2

e2ikaz
dz

z3

2
1

~ka!2 E
1

~11@b/a#2!1/2

e2ikaz
dz

z2 . ~82!

With the exception of the first term in Eq.~81!, all of the
integrals that appear in Eqs.~81! and ~82! can either be
directly performed or else combined, via integrations by
parts, into expressions that are integrable. Thus, one derives
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kaX~ka,0,0,a/b!1kbX~kb,0,0,b/a!

5 ip/21
1

2kab
@a21b2#1/2

2
1

2ka E1

~11@b/a#2!1/2
e2ikaz

z2~z221!1/2dz

2
1

2kb E1

~11@a/b#2!1/2
e2ikbz

z2~z221!1/2dz, ~83!

~ka2/b!Z~ka,0,0,a/b!1~kb2/a!Z~kb,0,0,b/a!

5
i

2k2ab
@e2ik@a21b2#1/2

2e2ika2e2ikb11#

1
1

kba
@~a21b2!1/22a2b#. ~84!

With the results in Eqs.~83! and~84!, the expression in
Eq. ~55! consequentially yields

Zmech,rad

rcA
512

i

pabk
~a1b!2

1

2pabk2

1
1

2pabk2 ~e2ika1e2ikb2e2ik~a21b2!1/2
!

1
i

pka E1

~11@b/a#2!1/2
e2ikaz

z2~z221!1/2dz

1
i

pkb E1

~11@a/b#2!1/2
e2ikbz

z2~z221!1/2dz, ~85!

which is identical to the result in Eq.~13! of the cited paper
by Levine. Hisa and b are equal to the present paper’s 2a
and 2b. @The presence of the factor (z221)21/2 in the inte-
grands in the two integrals may seemingly belie the assertion
that the present paper achieves a reduction to nonsingular
integrals. However, the singularity above is illusory as it can
be removed by rewriting this singular factor asz21(d/dz)
3(z221)1/2 and then integrating by parts.#

V. DIFFRACTION BY A SQUARE APERTURE

A more stringent test of the algorithm described in the
previous sections is provided by the example of the diffrac-
tion of sound by a square aperture~Fig. 4! in a rigid screen.
This problem has been recently considered by Hongo and
Serizawa31 with the use of a relatively complicated proce-
dure that is difficult to comprehend from the written paper.
They do, however, present numerical results with which
other results can be compared. The special case considered
here is when the aperture is square and when the incident
wave is at normal incidence. The restriction to normal inci-
dence allows one to use only those basis functions that have
the same symmetry as that of a square. Thus one can choose,
for the basis functions that appear in Eq.~4!, the following,

Fa~x,y!5Ca~x,y!

5 1
2@cos~npx/a! cos~mpy/a!

1cos~npy/a! cos~mpx/a!#, ~86!

where the integersn(a) and m(a) are to be regarded as
functions of the integera. An appropriate relationship that
includes all possible basis functions of this type once and
only once follows the patternn(1)50, m(1)50; n(2)51,
m(2)50; n(3)52, m(3)50; n(4)51, m(4)51; n(5)
53, m(5)50; n(6)52, m(6)51; n(7)54, m(7)50; and
n(8)53, m(8)51. The pattern of association is similar to
the proof that one finds in some mathematics texts, as exem-
plified by the book by Courant and Robbins,32 that the set of
all pairs of integers is countable, or equivalently that the set
of all rational numbers is countable, the original proof being
due to Georg Cantor. Because the basis functions are sym-
metric in interchange ofn andm, one can limit the set to just
those whenn(a)>m(a), and progressively go down suc-
cessive diagonals of a square of rows and columns, succes-
sive rows labeled by the values starting from 0 of the integer
m, and successive columns labeled by the values starting
from 0 of the integern, so that a(0,0)51, a(1,0)52,
a(2,0)53, a(1,1)54, a(3,0)55, etc., describes the inverse
mapping from the pair~n,m! to a(n,m).

For the exponential expansions represented by either Eq.
~18! or Eq.~19!, the relevant constants, given the basis func-
tions of Eq.~86!, are identified such thatCa,n̄5 1

8 for all n̄,
there being eight terms in the sum. The various pairs
(pa,n̄ ,qa,n̄) are the set~four in all! of the possible sign com-
binations of (6 inp/a,6 imp/a) and the set~also four in
all! of the possible sign combinations of (6 imp/a,
6 inp/a).

A convenient single number descriptor for the diffrac-
tion of the sound by the square aperture is the fraction of the
incident power that is transmitted through the aperture.
~Hongo and Serizawa refer to this quantity as thetransmis-
sion coefficient.! If Pinc is the amplitude of the incident
sound wave, then the incident time-averaged power is

@Power# inc5
1

2

uPincu2

rc
A. ~87!

For the plane screen diffraction problem, the pressure asso-
ciated with the diffracted wave at the aperture is

pdiffr~xS!52M„xS ,$vn, int~xS!%… ~88!

FIG. 4. Example of diffraction by a square aperture in a rigid screen. A
plane wave at normal incidence impinges on a square orifice, and a dif-
fracted wave emanates from the orifice on the other side of the screen.
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in accord with Rayleigh’s result for the radiation from a vi-
brating portion of a plane and in accord with the definition
that appears in Eq.~3!. The minus sign on the right-hand side
here is in accord with the previous definition ofvn as the
component that points back toward the source. Since, along
the interface, the continuity of pressure requirespdiffr5pint ,
one concludes from Eqs.~2! and ~88! that

pdiffr~xS!5pinc~xS!, ~89!

so the transmitted power is

@Power# trans52
1

2
ReE E vn, int~x,y!pinc* dx dy

52
1

2 (
b

ReH vbE E pinc* Cb dx dyJ , ~90!

where the quantitiesvb are the solutions of the infinite set of
equations

(
a8

~N21!a,a8E E pincFa8 dx dy52(
b

Za,bvb . ~91!

The selected basis functions are orthogonal and the in-
cident pressure is uniform over the aperture, so the above
relations reduce to

@Power# trans52 1
2Re$v1Pinc* A%, ~92!

Pincda,152(
b

Za,bvb . ~93!

The above relations, given the definition of the radiation ad-
mittance matrix in Eq.~10!, reduce in turn to

@Power# trans5
1
2uPincu2Re$Y1,1%A, ~94!

whereY1,1 is the corner element of the radiation admittance
matrix. Thus, the fraction of the incident power that is trans-
mitted is

@Power# trans

@Power# inc
5Re$Y1,1%rc. ~95!

The calculation of any element of the admittance matrix
requires in principle that one invert a matrix~i.e., the radia-
tion impedance matrix! with an infinite number of rows and
columns. In practice, the computation ofY1,1 is achieved by
first defining@ZN# as the truncated impedance matrix, keep-
ing only the square matrix formed from the firstN rows and
N columns. One defines@ZN#21 as the inverse of this matrix.
Then the appropriate identification ofY1,1 is

Y1,15 lim
N→`

~$@ZN#21%1,1!. ~96!

While one never takes such a limit with a computer, it can be
inferred by simply plotting estimates resulting from succes-
sive values ofN versus 1/N and extrapolating the plot to
1/N50.

Figure 5 shows plots of the fraction of the incident
power that is transmitted through the aperture versus the di-
mensionless frequency parameterka. One plot has been tran-
scribed from theq51 curve,q beingb/a, of Fig. 6~a! ~nor-

mal incidence! of the paper by Hongo and Serizawa;31 the
others result from the methodology of the current paper, as
described above. The curves forN510 and N566 result
from taking the approximateY1,1 as the~1, 1! element of the
computed@ZN#21 for the corresponding value ofN. The
fourth curve results from the extrapolation described by Eq.
~96!. The discrepancies are magnified somewhat by the
choice of the vertical scale to a range fom 0.8 to 1.05. The
most relevant observation from the standpoint of the present
paper is that the curve based on the extrapolation agrees to
within 0.5% with the curve taken from Hongo and Serizawa.
At the time of this writing, it is not known which of the two
curves is the more nearly correct, and there is no known third
computation to adjudicate the discrepancy. What is here most
important, however, is that the numerical results based on the
paper’s methodology depend on not just a single calculation
of the integral in Eq.~1!, but on each ofN2 elements, where
N is up to 66, corresponding toN254056. The fact that
calculation of a continuous curve, each point depending on
the calculation of so many fourfold integrals, is feasible tes-
tifies to the numerical speed-up achieved by the reduction of
such integrals to a sum of integrations over a single variable.
The good~even although not perfect! agreement with Hongo
and Serizawa’s results suggests furthermore that the math-
ematical analysis presented in earlier sections is indeed cor-
rect.

@The seemingly slow convergence displayed by Fig. 5 of
the curves for variousN to the limiting case ofN→` is a
consequence of the somewhat simplistic choice of the basis
functionsCb represented by Eq.~86!. It is known, from an
analysis of the solution of Laplace’s equation near a knife
edge, that the normal velocity within the aperture must be
singular at the edges, and that the singularity is an inverse
square root singularity, so that, for example,v int,n;1/(a

FIG. 5. Results of various approximate calculations for the power transmis-
sion coefficient versus frequency parameterka. The case considered is that
of a plane wave impinging at normal incidence on a square hole~dimensions
2a by 2a! in a rigid screen. The solid curve is taken from a figure in a recent
paper by Hongo and Serizawa~Ref. 31!. The curves forN510 andN566
are based on estimates of the~1,1!-element of the radiation admittance ma-
trix from the inverse of the truncated impedance matrix withN-rows and
N-columns. The other curve results in the numerical extrapolation from
finite N-approximations to when 1/N→0. The power transmission coeffi-
cient is the fraction of the incident power on the hole that is transmitted to
the diffracted wave on the other side of the screen.
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2x)1/2 nearx5a. The sum implied by the second of Eqs.~4!
is accordingly not uniformly convergent, and rapid conver-
gence of the computation represented by Eq.~96! is unlikely.
An effort to speed-up this convergence by seeking a better
set of basis functions that still conform to the constraint that
each be expressible as a sum of products of exponentials, as
in Eq. ~19!, was regarded as inappropriate for the present
article. Other examples can be contemplated that illustrate
the use of impedance matrix elements~with other choices of
basis elements! for which either the matrix inversion is not
necessary or for which more rapid convergence results, but
the description of such examples will typically be longer.#

VI. CONCLUDING REMARKS

In practice, the principal results of this article, repre-
sented by the deduced equations in Sec. III, are relatively
easy to program for numerical evaluation. The basic inte-
grals,W, X, Y, Z, defined by Eqs.~44! and~52!–~54!, are of
the type that ordinarily presents negligible difficulties in nu-
merical evaluation. One should be able to compute these
integrals to any desired accuracy for zero to moderate values
of ka. Numerical difficulties could arise for very large values
of ka, upu, or uqu, but in such cases asymptotic methods can be
used. To limit the scope of the present paper, relevant
asymptotic expressions are not given.

A possibly valid criticism of the overall methodology
presented here is that the implied decompositions, as is ex-
emplified, for example, by the sums in Eqs.~18! and ~19!,
could lead to a moderately large~although certainly finite!
number of terms. For specific cases, many of these terms can
be analytically combined, and the number that one has to
deal with could be drastically reduced. Here again, in the
interest in restricting the scope of the article, examples deal-
ing with such specific cases have been omitted. In practice,
the computation of such a number of terms, even without
analytical combinations, each only involving a single inte-
gration over one variable, will be quicker than evaluating a
multiple integral, given a desired target of accuracy, espe-
cially if the target is not especially crude.

The applications that could make use of the formulation
in Sec. II seem numerous, especially when one has in hand a
convenient numerical method for calculating the individual
elements of the radiation impedance matrix. We have previ-
ously studied the case of the radiation from a membrane at
the mouth of a duct.33 The listing and description of other
applications that have occurred to the authors during the
writing of this paper could be rather lengthy, but it is to be
hoped that astute readers will perceive such applications and
make use of the results of the present paper in some of their
future research.
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thickness and semi-infinite layers, due to the influence of a pole which is related to an ordinary
guided wave in the first case, and the Zenneck wave in the second case. Simulations indicate that the
amplitude of the Zenneck wave can be measured for small source receiver distances, allowing a
simple evaluationin situ of the surface impedance. The same method can be used with the ordinary
surface wave for thin layers. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1428283#

PACS numbers: 43.20.Fn, 43.60.2c @ANN#

I. INTRODUCTION

In a previous work,1 for a layer of glass beads with a
low flow resistivity, poles and zeros of the reflection coeffi-
cient in the sinu plane,u being the angle of incidence, and
the related contributions to the reflected field, have been
studied. A method of measuring the reflection coefficient
around grazing incidence, worked out by Tamura,2 was used,
with recent models for sound propagation in air-saturated
porous media. In the present study, a similar work is per-
formed with a sand having a large flow resistivity. Layers of
materials having a large flow resistivity can be replaced, at
least at sufficiently low frequencies and in a limited domain
of angles of incidence, by an impedance plane with a surface
impedance independent onu. Asymptotic equations obtained
by Rudnick,3 Chien and Soroka,4 for large source–receiver
distances, or equivalent formulations by Brekhovskikh and
Godin5 can be used in the context of the impedance plane
approximation to calculate the amplitude of the spherical re-
flected field, and the contribution of the poles. They have
been used in many papers devoted to long-range sound
propagation over different types of grounds considered as
porous media. A review of these works can be found in a
work by Attenborough.6 A simple modification of the imped-
ance plane model has been suggested for the case of nonlo-
cally reacting media by Liet al.7 The contribution of the
poles at small source–receiver distances has not been studied
in these papers in spite of the previous works by
Brekhovskikh8 and Banos,9 concerning electromagnetic
waves, and also by Chien and Soroka4 ~see Sec. 5 2 1 of Ref.
4!. In the present work, sound propagation is described with
the model used previously for air-saturated glass beads,10

which is briefly recalled in Sec. II. The macroscopic param-
eters are evaluated in a previous paper.11 In Sec. III, com-
parisons are performed between measurements of the reflec-

tion coefficient close to grazing incidence and predictions
where the nonlocally reacting behavior of the layer of sand is
taken into account. The location of the poles of the reflection
coefficient is studied in this last context. In Sec. IV, the pre-
vious results concerning the contribution of the poles at
small numerical distances are recalled, and a simple expres-
sion for this contribution is given. In Sec. V, simulations are
performed to test the possibility ofin situ surface impedance
evaluations from pressure measurements at grazing incidence
and small source–receiver distances. It is shown that these
pressure measurements correspond at small numerical dis-
tance to an evaluation of the amplitude of the contribution of
the pole to the reflected field.

II. THE POROUS MEDIUM

A sand of high flow resistivity~Sand of Loire supplied
by Société Baglione du Mans, carrie`re de Spay route
d’Aulnays, 72700, Aulnays, France! has been used. Sound
propagation in this material has been studied previously.11 It
has been shown that in the air-saturated sand the acoustic
waves created by an aerial source propagate mainly in air,
the granular frame being motionless. Contrary to the case of
water-saturated sand,12 the nonconsolidation has no conse-
quences for sound propagation. Air in the porous medium is
replaced by an equivalent fluid with an effective densityr1

and a bulk modulusx1 . The model by Johnsonet al.13 is
used to evaluate the effective density and the model by
Lafarge14 is used for the bulk modulusx1 . The characteristic
impedanceZ1 and the wave numberk1 in the air saturating
the sand are given by Z15(r1•x1)1/2, and k1

5v(r1 /x1)1/2. After Brekhovskikh and Godin,5 the symbols
m5r1 /r andn5k1 /k, wherek is the wave number in air,
are used. For all air-saturated porous media, Im(r1)→` when
v→0, andr1 tends toa`r at high frequencies. The bulk
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modulusx1 varies from the adiabatic valuegPo at high fre-
quencies to the isothermal valuePo at low frequencies~Po

static atmospheric pressure,g ratio of the specific heats!. The
refraction indexn tends toAa` when v increases, andunu
→` whenv→0. The square root of tortuosity generally lies
in the interval@1, 1.5#. All porous media are locally reacting
at sufficiently low frequencies and nonlocally reacting at suf-
ficiently high frequencies~scattering is not taken into ac-
count!. For porous grounds having a large flow resistivity,
the domain where the media are locally reacting includes the
whole audible frequency range, but for usual sound-
absorbing porous media,n can be close to 1 at 1 kHz. The
following set of parameters can be used,11 porosity f
50.37, viscous permeability ko51.42310210m2 ~ko

5h/s, h viscosity,s flow resistivity!, thermal permeability
ko855310210m2, tortuositya`51.7, characteristic viscous
and thermal dimensionL528mm, L8580mm. With the
time dependence exp(2ivt), the predicted quantitiesr1 , x1 ,
k1 , m, andn at 500 Hz arer154.4551 i12.919 kg/m3, x1

5(102.372 i5.1703)3103 Pa, k1531.9361 i24.003 m21,
andn53.47861 i2.61487.

III. POLES OF REFLECTION COEFFICIENT-NON
LOCALLY REACTING MEDIUM

The surface impedance of a layer of thicknessl of sand
is given by

Zs5 i
Z1

f cosu1
cot~k1l cosu1!, ~1!

whereu1 is the refraction angle,n sinu15sinu. More pre-
cisely, thez axis, perpendicular to the porous layer, is di-
rected opposite to the layer, in what follows,k cosu and
2k1 cosu1 are thez wave number components of the re-
flected and the refracted wave, respectively. The reflection
coefficientV is given by

V~cosu!5
Zs2Z/cosu

Zs1Z/cosu
, ~2!

whereZ is the characteristic impedance of air, and the poles
up of V are solutions of

cosup52
Z

Zs~cosup!
. ~3!

It can be shown15,16 that a solution of Eqs.~1!–~3! exists for
uk1l u!1 and ucosuu!1. Then, cos2 u1 is close to (121/n2)
and Zs(cosup) close toZs(cosp/2). At the first-order ap-
proximation ink1l , sinup is given by

sinup511~fkl !2
~n221!2

2m2 . ~4!

A simple procedure can be used to determine the exact loca-
tion of the pole. Experiments and simulations have been per-
formed with a layer of small thickness,l 51.7 cm, at 500 Hz.
The predicted pole is located at sinup51.00281 i1.577
31023, cosup5(22.041 i7.76)31022. Other poles exist,
but they are far from the real sinu axis and their contribution
to the reflected field can be neglected, the large imaginary

part of thex wave number component leading to high attenu-
ation.

The limits of sinup and cosup when l→` are

sinup5F S m2

f2 2n2D Y S m2

f2 21D G1/2

, ~5!

cosup52F ~n221!Y S m2

f2 21D G1/2

. ~6!

It may be shown that sinup given by Eq.~5! has a real part
always smaller than 1.16

Experiments and simulations have been performed with
a layer of large thickness,l 513 cm, at 500 Hz. The pre-
dicted pole is located at sinup50.99711 i6.25931023 and
cosup5(29.8741 i6.321)31022, close to the values ob-
tained from Eqs.~5!–~6!. In this case, sinup is also close to 1
due to the largeumu related at low frequencies to the high
flow resistivity of the sand.

The location of the pole in both cases can be obtained
with a good approximation by using

cosup52
Z

ZsS cos
p

2 D , ~7!

up being close top/2 in Eq. ~3!.
Measurements are performed with the Tamura method.2

A source creates an axisymmetric pressure field over the po-
rous layer. The pressure field can be written

p~r ,z!5E
0

`

krF~kr !Jo~krr !S exp~2 ikzz!1VS kz

k D
3exp~1 ikzz! Ddk, ~8!

where r is the horizontal distance to the source andz the
vertical distance to the reflecting surface,kr andkz the radial
and z-wave number components, respectively (k25kr

2

1kz
2), Jo the zero-order Bessel function, andF(kr) depends

on the nature of the source. The reflection coefficientV is the
same as for a plane wave with sinu5kr /k. The amplitudes of
the incident and reflected components of the field for a
couple~kr , kz! are obtained from a Hankel spatial transform
of the field measured at two heights,z1 and z2 , r varying
from 0 to about 1 m. Forkr.k, sinu is larger than 1 andkz

imaginary. Forkr,k, sinu is smaller than 1 andkz is real.
The modulus of the reflection coefficient predicted from Eqs.
~1!–~2! is compared at 500 Hz to measurements forl
51.7 cm ~Fig. 1! and l 513 cm ~Fig. 2!. For l 51.7 cm the
pole is close to the real sinu axis and Re(sinu).1, and for
l 513 cm, the pole is at the left-hand side of Re(sinu)51. A
sharp maximum due to the pole close to the real sinu axis
appears forl 51.7 cm at sinu51.003. The measured maxi-
mum is smaller than the predicted one, probably due to small
variations of the thickness of the layer. The related maximum
is predicted at sinu51.0033 on the real sinu axis. For l
513 cm, there is a smaller maximum for sinu.1, and a
sharper minimum for sinu,1. When the damping in the po-
rous medium is very small, for sufficiently high frequencies,
the minimum tends to zero at sinu5Re(sinup),1 ~sinup is
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almost real!, up is the Brewster angle of total refraction.1

As indicated in a previous paper,1 strong analogies exist
between the reflection of acoustic waves by porous layers
and of T.M.~transverse magnetic! waves by dielectrics. For a
thin grounded dielectric, the reflection coefficient has a pole
with Re(sinup).1, related to an ordinary surface wave.17 For
a semi-infinite dielectric or a conducting medium,
Re(sinup),1, and the pole is related to the Zenneck wave,9

which exists only at small distances from the source. These
analogies also exist for the acoustic surface waves studied by
Daigle et al.18 over a square lattice of cavities, as shown by
Kelderset al.19

IV. CONTRIBUTION OF THE POLE TO THE
SPHERICAL REFLECTED FIELD CLOSE TO GRAZING
INCIDENCE

A monopole sourceS and a receiverP are located over
a porous layer~see Fig. 3!. Let z andzo be the distance of the
receiver and the source from the layer, respectively,r the
distance between the receiver and the vertical axis where the
source is located,R the distance from the source to the re-
ceiver,R1 the distance from the image of the sourceS8 to the
receiver, anduo the angle of specular reflection. The direct
field pi created by the source ispi5exp(ikR)/R. Using the
Sommerfeld integral, the reflected field can be written5

pr5 i E
2`

1` j dj

2m
VS m

k DH0
~1!~jr !exp~ im~z1zo!!, ~9!

wherem5Ak22j2, Im(m)>0, andHo
(1) is the Hankel func-

tion of the first order. This integral is performed in the physi-
cal Riemann sheet of the complex sinu plane, on the real
axis withV given by Eq.~2!. In order to evaluate the contri-
bution of the pole topr , the classical pole subtraction
method valid for largekr and sinuo and sinup close to 1, is
used. At grazing incidence, for thick layers of sand, the ef-
fective density is sufficiently large at 500 Hz for sinup to be
close to 1 and sinuo . For thin layers of large or small flow
resistivity, sinup given by Eq.~4! can be close to 1 ifkl is
sufficiently small. Following Brekhovskikh and Godin,5 the
real sinu axis is replaced by a new path of integration, de-
fined by cos(u2uo)511is2, 2`,s,`, including sinuo .
The main contribution topr is obtained from the part of the
path located arounduo which is close top/2 andup . The
surface impedance weakly varies in this domain around
Zs(cosp/2), because cosu1 in Eq. ~1! is given by

cosu15S 12
1

n2 1
cos2 u

n2 D 1/2

, ~10!

and cos2 u is negligible aroundu5p/2. From Eq.~7!, Zs can
be replaced by2Z/cosup , and the reflection coefficient
arounduo takes the simple form

V~cosu!5
cosu1cosup

cosu2cosup
, ~11!

cosup being given by Eq.~7!.
The reflected fieldpr is given by Eq.~25! in the work by

Chien and Soroka.4 Using the same numerical distanceu as
in Ref. 5

u5A2kR1 expS 3p i

4 D sinS up2uo

2 D , ~12!

this equation can be rewritten

pr5
exp~ ikR1!

R1
@11~12V~cosuo!!

3~11uAp exp~u2!erfc~2u!!#. ~13!

Whenup anduo are close top/2, at the first-order approxi-
mation inp/22up andp/22uo , u is given by

u5A2kR1 expS 3p i

4 D cosuo2cosup

2
. ~14!

Equations~11!–~14! are the same as those traditionally used
for locally reacting surfaces. One difference is that cosup is
defined by Eq.~7!, whereZs(cosp/2) replacesZs indepen-
dent onu for the locally reacting surface. For nonlocally thin
layersZs can depend noticeably on the angle of incidence

FIG. 1. Reflection coefficient measured ———, predicted by Eqs.~1!–~2!
---, for f 5500 Hz, andl 51.7 cm.

FIG. 2. Reflection coefficient measured ———, predicted by Eqs.~1!–~2!
---, for f 5500 Hz, and thicknessl 513 cm.

FIG. 3. The sound sourceS, the imageS8 of the source, and the receiverP.
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and Eq.~7! can provide a correct evaluation of cosup when
unu is close to 1. The second difference concerns Eq.~11!,
which gives for nonlocally reacting media a correct evalua-
tion of the reflection coefficient only aroundu5p/2. These
differences disappear whenunu is sufficiently large.

Equation~13! can be rewritten

pr5
exp~ ikR1!

R1
F12A2pkR1 expS 3p i

4 D
3cosup exp~u2!erfc~2u!G . ~15!

The evaluation ofP(u)5Ap exp(u2)erfc(2u) can be per-
formed from the well-known following expansions for small
uuu:

P~u!5Ap exp~u2!12u exp~u2!F12
u2

3
1¯G , ~16!

and largeuuu

P~u!5~11sgn@Re~u!# !Ap exp~u2!

211
1

u F 1

2u2 2
1.3

~2u2!2 1¯G . ~17!

For large uuu the surface wave is related to the term
2Ap exp(u2) in Eq. ~17!, which can be present for thin layers
around grazing incidence. The Zenneck wave, related to a
semi-infinite layer, does not exist for largeuuu because
Re(sinup),1 leads to Re(u),0.

The amplitudeS of the surface wave when Re(u).1, at
large uuu, is given by

S522
exp~ ikR1!

R1
A2pkR1 expS 3p i

4 D cosup exp~u2!.

~18!

For smalluuu, the termAp exp(u2) in Eq. ~16! provides the
contributionS/2 for the Zenneck waves~or the surface wave!
as indicated previously by Banos.9 For uuu!1, the Zenneck
wave ~or the surface wave! is the dominant term in the dif-
ferencepr2exp(ikR1)/R1, with an amplitudeS/2. The quan-
tity pr2exp(ikR1)/R1 is the difference between the actual re-
flected pressure field and the field reflected by a rigid,
impervious surface. It may be noticed that the evaluation of
pr in the model by Liet al.7 is obtained by using, instead of
Eq. ~7!, cosup52Z/Zs(cosu). Both formulations provide
similar evaluations around grazing incidence.

V. EVALUATION OF THE SURFACE IMPEDANCE FOR
SMALL SOURCE–RECEIVER DISTANCES

An evaluation of cosup , and the surface impedanceZs

at grazing incidence with Eq.~7! can be performed in the
following way. The source and the receiver are located close
to the reflecting surface. The reflected pressurepr is mea-
sured; cosup is evaluated from Eq.~15!

cosup52
@pr2exp~ ikR1!/R1#R1 /exp~ ikR1!

A2pkR1 exp~3p i /4!exp~u2!erfc~2u!
~19!

~the determination of the unknown amplitude of the source is
not taken into account in this symbolic evaluation!.

For uuu!1 Eq. ~19! can be simplified

cosup52
@pr2exp~ ikR1!/R1#R1

A2pkR1 exp~ ikR1!exp~3p i /4!
. ~20!

The quantity in the square brackets is the contributionS/2 of
the pole, defined in the previous section. Forin situ measure-
ments on sound-absorbing materials, the source–receiver
distance must be small to minimize the effect of the diffuse
field and the finite lateral extent of the layers. As indicated
previously, the pole subtraction method is an asymptotic
evaluation ofpr valid at largekr. A simulation has been
performed to test the limit of validity of Eq.~19! for small r .
The pressurepr in these equations is calculated without ap-
proximation from Eqs.~1!, ~2!, and ~9!. The effect of the
diffuse field and the finite lateral extent of the layer are not
taken into account. A first approximation for cosup is ob-
tained from Eq.~20!, and is modified in an iterative process
with Eq. ~19!. The geometry of the simulated experiment is
defined byz5zo50.5 cm, andr varies from 10 cm to 1 m.
The sound-absorbing material is the thick layer of sand,l
513 cm at 500 Hz. Atr 51 m, u5(20.691 i2.6)31021,
the numerical distance is small in the wholer interval. The
exact cosup is compared to the evaluated cosup in Fig. 4.
The precision of the evaluation decreases at smallr , but the
order of magnitude of the estimation is good even atr
50.1 m, in spite of the smallkr (kr54.6). Measurements of
Zs at grazing incidence have been performed with this
method for a thin layer of plastic foam.20 Close results have
been obtained with the Tamura method atu5p/2.

VI. CONCLUSION

Around grazing incidence at sufficiently low frequen-
cies, a sand layer of large or small thickness behaves in first
approximation as a locally reacting surface with an imped-
ance large compared to the characteristic impedance of air.
Simple models can be used to evaluate the contribution of
the pole to the spherical reflected field at small numerical
distances. This contribution is the Zenneck wave for thick
layers and an ordinary surface wave for thin layers and is at
small numerical distances close to the difference between the
actual reflected pressure field and the field reflected by a

FIG. 4. Exact cosup ——— and evaluated cosup --- from Eq. ~16! for a
thick layer of sand (l 513 cm) as a function of the source–receiver distance
r at 500 Hz (zo5z50.5 cm).

688 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Allard et al.: Reflection by sand layers



rigid impervious surface. Simulations show thatin situ mea-
surements of surface impedance at small source–receiver
distance, based on an evaluation of this difference, is pos-
sible for sand layers. The method can also be used for thin
layers of porous media having a smaller flow resistivity.
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I. INTRODUCTION

Many systematic theoretical studies of the surface waves
at fluid-filled saturated porous layer interfaces have been per-
formed in the context of the Biot theory1 from the early
works of Deresiewicz2 to the work by Feng and Johnson.3

The prediction of the surface modes is more complicated
than for elastic solids in contact with a fluid, due to the
presence of three bulk waves, two compressional waves and
a shear wave in the layer. Moreover, depending on the rigid-
ity and the density of the frame, and the strength of the
different fluid–frame coupling mechanisms, sound propaga-
tion in porous media presents very different aspects. The
characterization of natural porous media saturated by water
and petrol in a borehole with surface and bulk waves is an
important topic for the oil industry. Many works have been
performed with heavy fluids saturating sintered glass beads
and synthetic or natural sandstones at ultrasonic frequencies.
The state of the art in this domain is described in Ref. 4. The
present work concerns usual sound-absorbing media satu-
rated by air, at audible frequencies. The medium is in contact
with air and there is no impervious screen set at the interface.
For these media, the density of the porous frame is much
greater than the density of air, and in the medium- and high-
frequency range the shear wave and one of the compres-
sional waves are very similar to the shear wave and the com-
pressional wave that propagate in an elastic solid having the
same density and the same rigidity.5 These waves are the
frame-borne waves that can easily be created by a mechani-
cal excitation of the frame. They propagate simultaneously in
air and in the frame. The other compressional wave propa-
gates mainly in the air saturating the porous medium in the
medium- and high-frequency range, the frame being too
heavy to move noticeably under the effect of an aerial exci-
tation. This wave is the airborne wave. Surface waves at an
air–air saturated porous material interface for the case of a
motionless frame have been studied previously.6,7

In the present work, the full Biot theory,1 which takes
into account the vibrations of the frame, is used to predict the
reflection coefficient of a porous layer, and the related poles
and surface waves. The losses due to the thermal exchanges

and viscous interactions between air and frame and the in-
trinsic damping in the porous frame are taken into account. A
Rayleigh-type surface wave is described theoretically and set
in evidence experimentally, the frame being prompted by
mechanical excitation. Similar waves created by aereal exci-
tation have been predicted by Feng and Johnson3 for lossless
porous media.

The bulk waves in a porous medium are described in
Appendix A in the context of the Biot theory.1 The reflection
coefficient of a poroelastic layer is predicted in Appendix B,
and pressure and frame velocity at the surface of a porous
layer subjected to a mechanical excitation in Appendix C. In
Sec. III, the main properties of the Rayleigh-type surface
wave are given, and in Sec. IV this wave is set in evidence
experimentally for a polyurethane foam.

II. MAIN FEATURES OF BULK WAVES AND
RAYLEIGH-TYPE SURFACE WAVE IN THE MEDIUM-
AND HIGH AUDIBLE FREQUENCY RANGE

The general description of the three Biot bulk waves1 is
given in Appendix A. Simulations are performed with a ma-
terial characterized by the parameters of Table I, having the
same orders of magnitude as the usual sound-absorbing
materials.8,9 The three wave numbers,k1 for the frame-borne
compressional wave,k2 for the airborne compressional
wave, andk3 for the frame-borne shear wave, calculated
from Eqs.~A10!–~A11! at 2 kHz and the wave number in air
k are equal to@the time dependence is exp(ivt)] k15118.9
2 i24.1 m21, k2570.02 i36.1 m21, k35230.62 i24.0 m21,
k536.9 m21.

For an elastic solid with the same shear modulusN,
Poisson coefficientn and densityrs , the wave numbers for
the compressional wavekc and the shear waveks are: kc

5120.92 i12 m21, ks52262 i22.4 m21 close tok1 andk3 ,
respectively. The main difference is the larger loss angle for
the frame-borne compressional wave, due to the viscous air–
frame interaction in the porous medium. The reflection coef-
ficient, for an incident plane wave under an angle of inci-
denceu @see Fig. 1~a!# is given by Eq.~B20!. The poles of
the reflection coefficient are solutions of Eq.~B21!. We have
only considered transmitted waves exponentially decreasing
far away from the interface. When the shear wave is the
slowest bulk wave, it has been pointed out by Feng and
Johnson3 that there is essentially one Rayleigh-type true sur-

a!Author to whom correspondence should be addressed. Walter Lauriks,
LAB ATF, Department of Physics; electronic mail: Walter.Lauriks
@fys.kuleuven.ac.be
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face mode. The other poles are not related to observable
surface modes. For the material studied, at 2 kHz, two poles
at different complex angles of incidenceup are related to the
Rayleigh-type waves, such as cosup50.7051 i6.65, k sinup

5247.72 i25.7, and cosup520.7282 i6.68, k sinup5249.1
2 i26.5. With our convention, the wave number vector of the
incident wave is (kx5k sinup , kz5kcosup) and for the re-
flected wave (kx5k sinup , kz52kcosup). The second pole
corresponds to an improper surface mode. Thex-wave num-
ber componentkR for the Rayleigh mode at a free surface of
the equivalent solid, obtained with the approximate evalua-
tion10

kR5ks

11n

0.8711.12n
, ~1!

is equal tokR5243.72 i24.1, close tokx for both poles.

III. GENERATION AND DETECTION OF THE SURFACE
WAVE „MODELING…

For a monopole source in air@see Fig. 1~b!#, the incident
pressure field can be written11

pi5 ikE
0

`j dj

m
J0~kjr !exp~ imkuz2z0u!, ~2!

wherer is the horizontal source–receiver distance,z0 andz
the distances from the reflecting surface to the source and the
receiver, respectively, and the reflected field is given by11

pr5 ikE
0

`j dj

m
R~j!J0~kjr !exp~ imk~z1z0!!, ~3!

whereR(j) is the plane-wave reflection coefficient given by
Eq. ~B20! and m5A12j2, Im(m).0. Simulations show
that, if the damping is removed, the surface wave can be
detected in the reflected field generated by a line source or a
point source.3 If the losses are taken into account, for the
material described in Table I in the medium- and high-
frequency ranges, the amplitude of the surface wave is neg-
ligible. This is due to the frame-borne nature of the surface
wave, which will be more easily created by a mechanical
excitation of the frame than with aerial excitation. The pre-
diction of pressure, air, and frame vertical velocity, created
by a vertical periodic force acting on the frame at the surface
of the porous layer with the same dependence onx,
exp(2ikxsinu), as the plane waves in Appendix B, is per-
formed in Appendix C. It is shown that the same poles exist
as for the reflection coefficient of plane acoustic waves. The
vertical velcoity of the framevz

s(01,x) can be written

vz
s~01,x!5Vz

s~sinu!exp~2 ikx sinu!, ~4!

Vz
s being given by Eq.~C11!. Similarly, the vertical air ve-

locity and the pressure in free airvz
f(02,x) andp(02,x) can

be written

vz
f~02,x!5Vz

f~sinu!exp~2 ikx sinu!, ~5!

p~02,x!5P~sinu!exp~2 ikx sinu!, ~6!

Vz
f andP being given by Eqs.~C12! and ~C13!.

A vertical periodic point forceFd(x)d(y) can be re-
placed by a superposition of axisymmetric components12

Fd~x!d~y!5
Fk2

2p E
0

`

J0~kjr !j dj. ~7!

The related displacements and pressure are given by

vz
s~01,r !5

Fk2

2p E
0

`

J
0
~kjr !Vz

s~j!j dj, ~8!
FIG. 1. ~a! A plane wave under an angle of incidenceu and the reflected
wave.~b! A point source in air atSand a receiver atM. ~c! A point force at
O, the vertical velocity of the framevz

s is measured atM.

TABLE I. Parameters for the porous medium used in the simulations.

Tortuosity
a`

Flow
resistivity

Ns/m4

s
Porosity

f

Viscous
dimension

mm
L

Thermal
dimension

mm
L8

Frame
density
kg/m3

rs

Shear
modulus

Pa
N

Poisson
ratio

n

1.4 50 000 0.98 50 150 25 (0.751 i0.15)105 0.3
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vz
f~02,r !5

Fk2

2p E
0

`

J0~kjr !Vz
f~j!j dj, ~9!

p~02,r !5
Fk2

2p E
0

`

J0~kjr !P~j!j dj. ~10!

The same transfer functions can be used for the plane and the
axisymmetrical problem. This can be shown in the same way
as for elastic solid12 and elastic porous media with aerial
excitation.5 Moreover, it is indicated in Appendix C that the
transfer functionsVz

s , Vz
f , andP have the same poles as the

reflection coefficientR. Time representations can be obtained
from Eqs.~8!–~10! with FFT. The calculated vertical veloc-
ity of the frame at 25 cm from the source, created by a burst
of a vertical forceF(t) centered at 2 kHz, is shown in Fig. 2,
in the time interval where it is noticeable. This signal is
related to the Rayleigh-type surface wave. It is slightly dif-
ferent from F(t), due to the increasing absorption in the
high-frequency range. Similar calculations of the pressure
and the air vertical velocity have been performed. The phase
lag of air velocity compared to the pressure signal is close to
p/2 and corresponds to the contribution of the pole in the
physical Riemann sheet. Time-of-flight measurements are
easily performed on this signal, which is not mixed with
other noticeable contributions, and a rough estimation of
damping is possible. The amplitude of the surface wave de-
creases in accordance with 1/Ar exp(r Im(kR)) when r in-
creases. Simulated measurements atr 520 cm andr 530 cm
give Im(kR)5221 m21. A more precise evaluation of ImkR

can be obtained with a continuous sine point source. At a
distancer .10 cm, the velocity field is mainly due to the

surface wave. Simulated measurements atr 510 cm andr
530 cm give ImkR5225 m21.

IV. EXPERIMENTAL RESULTS

The experimental setup is shown schematically in Fig. 3.
A tone burst is fed to an LDS V 101 shaker, which generates
surface waves on a thick slab~10 cm! of polyurethane foam.
The amplitude and phase of the normal surface vibration is
measured at several distances using a Polytec vibrometer and
a scanning mirror. A small patch of retroreflecting tape is
attached to the foam in order to obtain a good signal. A sine
burst with 10 to 20 periods is used as excitation and the
detected signal is cross correlated with the excitation in order
to obtain the time of flight.

Measurements performed at 3 kHz indicate a wave-
length for the Rayleigh wave close to 2 cm. The penetration
depth of the Rayleigh wave is around 2 wavelengths and the
layer can be considered as semi-infinite. This is confirmed by
time-of-flight measurements at lower frequencies with a
greater penetration, which give similar results for the veloc-
ity.

Measurements of the phase velocity and attenuation of
the Rayleigh wave have been performed at 2.4 and 3 kHz.
The results are shown in Figs. 4 and 5 and are summarized in
Table II. These results are in agreement with data obtained
on similar foams with different techniques.

FIG. 2. The point forceF(t) and the resultant vertical velocityvz
s of the

frame at a distance of 25 cm~calculations!.

FIG. 3. The experimental setup.

FIG. 4. Experimental results at 2.4 kHz.~a! Time of flight; ~b! attenuation.
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V. POSSIBLE APPLICATIONS OF THE
RAYLEIGH-TYPE SURFACE WAVE FOR USUAL
SOUND-ABSORBING POROUS LAYERS

Similar to the case of elastic solids, the phase velocity
and attenuation of the Rayleigh wave allows the evaluation
of elastic parameters of the substrate. Since the Rayleigh
wave velocity is rather insensitive to the Poisson ratio and
very insensitive to the other material parameters of Table I,
measuring the phase velocity and attenuation of the Rayleigh
wave provides a direct estimate of the real and imaginary
part of the shear modulus at audible frequencies. This is
important since at the present moment, the use of the full
Biot model to predict the acoustic properties of sandwich
panels and multilayered structures including porous media is
limited by the absence of data concerning the dynamic rigid-
ity of porous frames. The surface wave can also be used to
detect and characterize a possible anisotropy in the interface
plane.13,14 The horizontal phase velocity of this wave is suf-
ficiently small for precise measurements of this quantity to
be performed with simple equipment. The surface wave can

easily be generated and detected in the medium- and high
audible frequency ranges. For the excitation, a low-cost
lightweight shaker is sufficient. If only the phase velocity~or
the real part of the shear modulus! is needed, a low-cost
accelorometer is sufficient for the detection~we did success-
ful tests using a Knowles-type BU-1771 accelerometer!. Ac-
curate attenuation measurements require a detection system
that is less sensitive to the bonding with the sample such as
a laser vibrometer.

As indicated in Sec. II, an equivalent elastic solid with
the same shear modulus, Poisson ratio, and density as the
porous foam will give a Rayleigh wave velocity close to that
of the porous foam. This means that for practical purposes,
Eq. ~1! can be used for the extraction of the shear modulus
instead of the full Biot model. First attempts to use this
method are being performed.15

VI. CONCLUSION

A Rayleigh-type surface wave which propagates at the
air–air saturated porous interface has been predicted and
studied experimentally in the audible frequency range for an
ordinary plastic foam. The frame for these materials has a
bulk modulus of the same order of magnitude as air, but is
much heavier. The wave is a frame-borne wave that can be
generated from a mechanical solicitation of the foam but is
related to a pole of the reflection coefficient of the porous
layer. This wave is easily detected. Velocity measurements
can provide information about the rigidity of the frame and
the anisotropy of the material.

APPENDIX A: BULK WAVES IN AIR-SATURATED
POROUS MEDIA

A description of sound propagation in air-saturated po-
rous media, given in Ref. 5, is used in the present work.

Simplifications in the evaluation of the elastic param-
etersP, Q, andR can be performed for air-saturated porous
media. Instead of the exact expressions, the following equa-
tions can be used:

P5
4

3
N1Kb1

~12f!2

f
K f , ~A1!

Q5K f~12f!, ~A2!

R5fK f , ~A3!

whereN andKb are, respectively, the shear modulus and the
bulk modulus of the frame in vacuum,K f the incompress-
ibility of air in the pores, andf the porosity. The incom-
pressibility of air in the pores depends on frequency due to
the thermal exchanges with the frame. In the present work,
K f is given by

K f5
gP0

H g2~g21!F11
8h

iL82 PrvrS 11 i
rv PrL82

16h D 1/2G21J ,

~A4!

whereP0 is the atmospheric~static! pressure,g the ratio of
the specific heats,h the viscosity, Pr the Prandtl number,r

FIG. 5. Experimental results at 3 kHz.~a! Time of flight; ~b! attenuation.

TABLE II. Experimental results.

Frequency
~kHz!

Phase velocity
~m/s!

Re
(kRayleigh)

m21

Im
(kRayleigh)

m21
Shear modulusa

~N/m2!

2.4 68.060.5 22262 22463 (1.551 i0.34)105

3.0 68.060.5 27762 23363 (1.561 i0.38)105

aMaterial densityr530 kg/m3 and assuming a typical Poisson ratio of 0.3.
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the air density, andL8 the thermal dimension. The inertial
parametersr̃11, r̃12, and r̃22 are given by

r̃115r11ra2 isf2
G~v!

v
, ~A5!

r̃1252ra1 isf2
G~v!

v
, ~A6!

r̃225fr1ra2 isf2
G~v!

v
, ~A7!

where

ra5fr~a`21!, ~A8!

G~v!5S 11
4ia`

2 hrv

s2L2f2 D 1/2

. ~A9!

In these equations,a` is the tortuosity,s the flow resistivity,
andL the viscous characteristic dimension. The three wave
numbers for the compressional waves (k1 and k2) and the
shear wave (k3) are given by

k1,2
2 5

v2

2~PR2Q2!
@Pr̃221Rr̃1122Qr̃127AD#, ~A10!

k3
25

v2

N S r̃11r̃222 r̃12
2

r̃22
D ,

D5~Pr̃221Rr̃1122Qr̃12!
2

24~PR2Q2!~ r̃11r̃222 r̃12
2 !. ~A11!

Each wave propagates simultaneously in air and in the
frame. The ratios of the amplitudes of displacement of the air
and the frame,m1 , m2 , andm3 , are given by

m i5
Pki

22v2r̃11

v2r̃122Qki
2 , i 51,2, ~A12!

m352
r̃12

r̃22
. ~A13!

APPENDIX B: REFLECTION COEFFICIENT OF A
SEMI-INFINITE POROUS LAYER WITH OPEN PORES

The incidence plane isxoz. The wave number compo-
nents of the incident pressure field are (kx5k sinu, kz

5Ak22kx
2), with u the angle of incidence. Velocity poten-

tials related to the three Biot waves are used. Letw1 andw2

be the potentials for the compressional waves, andw3 j for
the shear wave,j being the unit vector on the axisy perpen-
dicular to the incidence plane@see Fig. 1~a!#. The velocity of
the framevs and of the air inside the layerv f are given by,
respectively,

vs5¹w11¹w21¹3 jw3 , ~B1!

v f5m1¹w11m2¹w21m3¹3 jw3 . ~B2!

Let a1 , a2 , and a3 be thez wave number vector compo-
nents for the three waves andb5k sinu the x component,
related bya i5(ki

22b23)1/2, Im(a i).0. Let s i j
s and ui j

s be
the stress and strain components for the frame ands i j

f , ui j
f

the stress and strain components for the air inside the porous
medium, respectively. The stress–strain relationships are

s i j
s 5~P22N!ukk

s d i j 12Nui j
s 1Qukk

f , ~B3!

s i j
f 52fpfd i j 5~Qukk

s 1Rukk
f !d i j . ~B4!

~Implicit summation over repeated indices is assumed.! In
Eq. ~B4! pf is the pressure inside the porous medium. At the
interface, the boundary conditions atz50 are

~i! the continuity of pressure

pf~0
1!5p~02!, ~B5!

wherep is the pressure in free air.
~ii ! the continuity of total stress

fszz
f ~01!1~12f!szz

s ~01!52p~02!, ~B6!

sxy
s ~01!50. ~B7!

~iii ! the conservation of fluid volume

~12f!vz
s~01!1fvz

f~01!5vz
f~02!. ~B8!

In order to simplify the notations, the following symbols
given in Table III are used. From Eqs.~B3!–~B4! and ~B8!,
szz

s , sxy
s , szz

f , andvz
f(02) are given by

szz
s 5Dw11Ew21Fw3 , ~B9!

sxy
s 5Aw11Bw21Cw3 , ~B10!

szz
f 5Iw11Jw2 , ~B11!

vz
f~02!52 ia1~fm1112f!w1~01!

2 ia2~fm2112f!w2~01!

2 ib~fm3112f!w3~01!, ~B12!

and from Eqs.~B5!–~B7!

TABLE III. Symbols used in Appendices B and C.

A5
2iNba1

v
,

B5
2iNba2

v
,

C5
iN

v
~b22a3

2!,

D5
i

v
~P1Qm1!k1

22
2iNb2

v
,

E5
i

v
~P1Qm2!k2

22
2iNb2

v
,

F5
i

v
2Na3,

G5D2
FA

C
,

H5E2
FB

C
,

I5
i

v
~Q1Rm1!k1

2,

J5
i

v
~Q1Rm2!k2

2.
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w3~01!52
A

C
w1~01!2

B

C
w2~01!, ~B13!

Iw1~01!1Jw2~01!52fp~02!, ~B14!

Gw1~01!1Hw2~01!52~12f!p~02!. ~B15!

From Eqs.~B14!–~B15!, the potentials are given by

w1~01!5
Hf2J~12f!

GJ2HI
p, ~B16!

w2~01!5
~12f!I 2fG

GJ2HI
p. ~B17!

The surface impedanceZs5p(02)/vz
f(02) is given by

Zs5
GJ2HI

D
, ~B18!

D5F2 ia1~12f1m1f!1 ibS m3f1~12f!
A

CD G
3@Hf2J~12f!#1F2 ia2~12f1m2f!

1 ibS m3f1~12f!
B

CD G@~12f!I 2fG#. ~B19!

The reflection coefficient is given by

R~b!5
Zs~b!2Z/cosf

Zs~b!1Z/cosu
, ~B20!

whereZ is the characteristic impedance of air, and the poles
are solutions of

~GJ2HI !cosu1ZD50. ~B21!

APPENDIX C: VERTICAL PERIODIC POINT SOURCE
ACTING ON A FRAME

The point sourceF(t) can be replaced using the Bessel
Hankel transform, by a distribution of axisymmetrical
stresses acting on the frame

Fd~x!d~y!5
Fk2

2p E
0

`

J0~kjr !j dj. ~C1!

The frame vertical velocity field atz50 created by a force
distributionJ0(kjr ) acting on the frame can be written

vz
s~kjr !5J0~kjr !Vz

s~j!. ~C2!

As for the reflection coefficient in Appendix B, the transfer
functionVs(j) is the same as for a ‘‘plane’’ excitation of the
frame with kx5kj. With a vertical force distribution
exp(2ikjx), the vertical velocity field of the frame is
exp(2ikjx)Vs(j). Equations~B9!–~B14! are always valid for
this force distribution, and Eq.~B15! becomes

Gw1~01!1Hw2~01!52~12f!p~02!1exp~2 ikjx!,
~C3!

which can be written with, exp(ik sinux) being removed, as

S G2
12f

f
I Dw1~01!1S H2

12f

f
JDw2~01!51.

~C4!

The pressurep(02) is related to a wave in free air with
sinf5j. Thez wave number vector component is denoted as
2k cosu, like the reflected wave for an aerial plane excita-
tion, and p(02)/v(02)52Z/cosu. In Eq. ~B12!, vz

f(02)
can be replaced by (Iw1(01)1Jw2(01))cosu/fZ, and Eq.
~B12! can be written as

F2 ifS m1a12m3b
A

CD2 i ~12f!S a12b
A

CD2
cosf

Zf
I G

3w1~01!1F2 ifS m2a22m3b
B

CD
2 i ~12f!S a22b

B

CD2
cosf

Zf
JGw2~01!50. ~C5!

Using the symbolsAA, BB, andDD given by

AA52 ifS m1a12m3b
A

CD
2 i ~12f!S a12b

A

CD2
cosu

Zf
I , ~C6!

BB52 ifS m2a22m3b
B

c D
2 i ~12f!S a22b

B

CD2
cosu

Zf
J, ~C7!

DD5S G2
12f

f
I DBB2S H2

12f

f
JDAA, ~C8!

w1(01) and w2(01), solutions of the system of equations
~C4!–~C5! are given by

w1~01!5
BB

DD
, ~C9!

w2~01!52
AA

DD
, ~C10!

andVz
s(j) is given by

Vz
s~j!52 i S a12b

A

CD BB

DD
1 i S a22b

B

CD AA

DD
. ~C11!

From Eqs.~B11!–~B12!, Vz
f andP are given by, respectively,

Vz
f~j!52 ia1~fm1112f!

BB

DD

1 ia2~fm2112f!
AA

DD
, ~C12!

P~j!52
I

f

BB

DD
1

J

f

AA

DD
. ~C13!

It can easily be shown thatDD has the same zeros as the
denominator ofR in Apppendix B; Vs(sinu) and R(sinu)
have the same singularities.
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The role of Biot slow waves in electroseismic wave phenomena
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The electromagnetic fields that are generated as a spherical seismic wave~eitherP or S! traverses
an interface separating two porous materials are numerically modeled both with and without the
generation of Biot slow waves at the interface. In the case of an incident fast-P wave, the predicted
electric-field amplitudes when slow waves are neglected can easily be off by as much as an order
of magnitude. In the case of an incidentSwave, the error is much smaller~typically on the order of
10% or less! because not muchS-wave energy gets converted into slow waves. In neglecting the
slow waves, only six plane waves~reflected and transmitted fast-P, S, and EM waves! are available
with which to match the eight continuity conditions that hold at each interface. This overdetermined
problem is solved by placing weights on the eight continuity conditions so that those conditions that
are most important for obtaining the proper response are emphasized. It is demonstrated that when
slow waves are neglected, it is best to also neglect the continuity of the Darcy flow and fluid
pressure across an interface. The principal conclusion of this work is that to properly model the
electromagnetic~EM! fields generated at an interface by an incident seismic wave, the full Biot
theory that allows for generation of slow waves must be employed. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1436066#

PACS numbers: 43.20.Gp, 43.20.Bi, 43.30.Ky@JJM#

I. INTRODUCTION

Biot’s ~1956a, b, 1962a, b! theory of mechanical wave
propagation in porous materials is the proper general frame-
work for studying the effects of fluid movement into and out
of each element of the porous material during the passage of
a seismic wave~eitherP or S!. The theory provides a set of
differential equations for predicting the average displacement
u of the grains in each element as well as the average ‘‘fluid-
filtration’’ displacementw defined so that]w/]t corresponds
to the Darcy filtration velocity in each element. By allowing
for the dynamics controlling both the fluid and solid re-
sponses, the theory predicts the existence of two longitudinal
modes, the so-called ‘‘fast’’ and ‘‘slow’’P waves. For the
problem of seismic wave propagation in the earth for which
frequencies are generally below the kHz level, the slow-P
wave is essentially a pure fluid-pressure diffusion through
the pores of the material, while the fast-P wave is the com-
pressional wave observed on seismograms.

As will be shown here, it is possible to completely elimi-
nate slow waves from Biot’s theory by requiring that the
linear relation between¹•u and ¹•w is everywhere that
appropriate to fast-P waves. The price paid in neglecting
slow waves is that the boundary conditions at isolated inter-
faces can never be exactly satisfied. Stated more generally, if
slow waves are neglected, the response determined in hetero-
geneous porous continua can never be exact. However, since
not much energy goes into slow-wave generation at isolated

interfaces one may ask whether the error made in neglecting
slow waves is significant.

One known situation in which the neglect of slow waves
leads to a significant error~White et al., 1975; Norris, 1993;
Gurevich and Lopatnikov, 1995; Gelinsky and Shapiro,
1997; Gelinskyet al., 1998; Prideet al., 2002! is when the
porous material possesses fine layering relative to the fast-P
wavelength. Since many layers are being compressed~or ex-
panded! simultaneously by the fast-P wave and since each
layer will have, in general, a different fluid-pressure re-
sponse, there is a fluid-pressure-diffusion or ‘‘slow-wave-
mediated’’ equilibration process set up between adjacent lay-
ers that can attenuate significant amounts of energy,
especially at low frequencies. An analogous situation is
Johnson’s~2001! treatment of the patchy saturation problem.
In both cases, the full Biot theory is required to properly
model the fluid-pressure equilibration induced within an av-
eraging volume. The Biot theory in these cases describes the
local physics and upon averaging yields a macroscopic
theory of viscoelasticity.

A central purpose of the present article is to give an
example of a situation in which the macroscopic response
itself requires a direct macroscopic modeling of the slow
waves. When eitherP or S waves traverse interfaces in a
porous material they generate electromagnetic~EM! fields
through an electrokinetic mechanism~Thompson and Gist,
1993; Pride, 1994; Pride and Haartsen, 1996; Haartsen and
Pride; 1997; Garambois and Dietrich, 2001; Garambois and
Dietrich, 2002!. Such seismic-to-EM coupling is called
‘‘electroseismic’’ phenomena. In the present article, we nu-
merically model the EM field generated when a spherical
seismic wave is incident at an interface. We perform the

a!Electronic mail: spride@univ-rennes1.fr
b!Electronic mail: Stephane.Garambois@ujf-grenoble.fr; present address

LIRIGM, Université Joseph Fourier, BP 53, 38041, Grenoble Cedex 9,
France.
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simulations both with and without slow waves and demon-
strate the essential role played by slow waves in fixing the
amplitudes of such seismic-to-EM converted wave fields.
The conclusion is that one cannot properly model the con-
verted EM fields without allowing for slow waves.

Interestingly, the first paper that provided a quantitative
theory for seismic waves in porous materials~Frenkel, 1944!
had as its goal the explanation of electroseismic phenomena;
however, Frenkel’s formulation only allowed for the coseis-
mic E-fields~those contained within the support of the seis-
mic wave! and did not allow for any converted E-fields gen-
erated, for example, as a seismic wave traverses an interface.
A further historical curiosity is that in Biot’s final article
concerning his linear theory of porous-media acoustics~Biot,
1962b!, he concludes with a discussion of the role of his
theory in modeling electroseismic phenomena. What follows
are the final three sentences of Biot’s~1962b! article:

An interesting aspect of this@electroseismic# phe-
nomena is the-relative importance assumed by
the wave of the second kind@the slow wave# as
compared to the wave of the first kind@the fast
wave#. We have shown that the wave of the sec-
ond kind is associated with a larger relative ve-
locity of the fluid in the pores. This should have
an important bearing on the electrokinetic effect.

The present article quantitatively confirms Biot’s prediction.

II. DEFINING ELECTROSEISMIC RESPONSE

The governing equations controlling the complete elec-
troseismic response when ane2 ivt time dependence is as-
sumed have been determined by Pride~1994!

¹•t52v2ru2v2r fw, ~1!

t52pcI1G@¹u1~¹u!T2 2
3¹•uI # ~2!

2Fpc

pf
G5FKG C

C MG•F ¹•u
¹•wG ~3!

2 ivw5
k~v!

h
@2¹pf1v2r fu#1LE, ~4!

J5L@2¹pf1v2r fu#1sE, ~5!

¹3E5 ivmH, ~6!

¹3H52 iv«E1J. ~7!

Here,u andw are the displacements defined in the Introduc-
tion, while pf is the average fluid pressure in the pores of an
averaging element. The remaining response fieldspc , t, E,
H, and J represent averages throughout both the fluid and
solid phases of each averaging element and are, respectively,
the bulk pressure, stress tensor, electric field, magnetic field,
and electric-current density at each point in the porous con-
tinuum. Definition of the various coefficients is given by
Pride ~1994! and are modeled here in the Appendix. If the
electrokinetic-coupling constantL is set to zero, these equa-
tions exactly separate into Biot’s equations and Maxwell’s
equations. By integrating each of the above equations over a
disk that straddles an initially uncharged interface, it is easy

to establish@Pride and Haartsen~1996!# that the quantities

n•t, u, n•w, 2pf , n3E, n3H ~8!

must all be continuous across an interface possessing a nor-
mal n. Generalization to the case of an initially charged in-
terface is given by Pride and Haartsen~1996!.

Consider a spherical compressional wave propagating
through a homogeneous porous material. A streaming elec-
trical currentL(2¹pf1v2r fu) is set up from regions of
compression toward regions of dilation that results in an ac-
cumulation of charge of one sign in the peaks of the wave
and of the opposite sign in the troughs. TheE field associ-
ated with such half-wavelength scale charge separations then
drives a conduction currentsE that exactly balances the
streaming current so there is no net current inside the com-
pressional wave. The charge densityre(r ) within the support
of the seismic wave is given byre5«¹•E so that from Eq.
~5! we havere52(«L/s)¹•(2¹pf1v2r fu). Volume in-
tegrating¹•E5re /« over a Gaussian box that straddles the
wavefront and completely contains the support of the seismic
pulse, and using the fact that the volume integral of the
charge density is zero~the wave separates charge but does
not create charge! demonstrates that no electric fields are
present outside the support of the compressional wave.

However, when the spherical wave is incident at an in-
terface separating two different porous materials, the charge
density distributed within the transmitted wave will be dif-
ferent, in general, than the charge density distributed in the
combined incident and reflected pulses. This breaks the sym-
metry of the charge distribution that held before the spherical
wave encountered the interface. There is thus created an ef-
fective charge separation~having a strong dipolar compo-
nent! across the interface as the first Fresnel zone of the
pulse traverses the interface. The electric fields generated by
this dipole can be recorded at large distances from the inter-
face.

These effects are now demonstrated numerically for the
situation depicted in Fig. 1, in which a single plane interface
is located atz550 m and a point explosion source is located
at z55 m. Geophones and electrical and magnetic antennas
are placed every 4 meters along a receiver line atz50 m.
Details of the numerical reflectivity algorithm that solves

FIG. 1. The source, interface, and receiver locations used for all examples
of this paper. There is no free surface atz50 m.
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Eqs. ~1!–~7! while respecting the continuity conditions at
each interface will be given later. The upper half-space is
modeled as a sand while the lower half-space is modeled as
a sandstone. Details of how we fix the material properties
will also be given later.

In Fig. 2 are shown the displacements and electric and
magnetic fields that are recorded along the line atz50 m.
We do not show the response of the directP wave that trav-
els in straight-line trajectory from the source to the receivers.
At a time of t521 ms, theP wave is incident at the interface
and generates the symmetry-breaking charge separation dis-
cussed above. The associated electric and magnetic fields
have essentially no moveout on the seismic time scale, as
seen in the figure. For display purposes, suchP– EM con-
verted fields have been multiplied by a factor of 500 in both
the electric and magnetic sections. At the interface, theP
wave is reflected both into anotherP wave and anS wave.
We observe the electric and magnetic fields contained within
these reflected waves when they arrive at the antennas.

The no-moveout electric fields generated at the interface
by the P wave are the fields of predominant interest in an
electroseismic study. In the present example, these fields
have an amplitude of about 10mV/m along the receiver line
at z50 and are quite detectable in the field~e.g., Thompson
and Gist, 1993!. These converted EM fields are highly sen-
sitive to the precise details of the fluid-pressure gradients in
the immediate vicinity of the interface. The goal of this paper
is to study the role played by Biot slow waves in fixing the
amplitude of such no-moveout converted electric fields.

III. ELECTROSEIMSIC RESPONSE WITHOUT SLOW
WAVES

A. Analytical considerations

If we place the transport equations for2 ivw and J
@Eqs. ~4! and ~5!# into their respective dynamical equations

FIG. 2. An example of electroseismic
response. The interface is located at a
P-wave travel time of 21 ms. The no-
moveoutP-EM converted field gener-
ated as theP wave traverses the inter-
face has been multiplied by 500 in
both the electric and magnetic sec-
tions. The P–SV conversion is just
barely discernible on the magnetic
section~the hyperbola at 132 ms!.
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@Eqs. ~1! and ~6!# and if we use Faraday’s law in Ampe`re’s
law, we can write without approximation the two dynamical
equations

¹•t2 iv
r fk~v!

h
¹pf1v2rS 12 iv

r f
2k~v!

rh Du52 ivr fLE

~9!

2¹3¹3E1v2«S 11
is

v« DE52 ivmL~2¹pf1v2r fu!

~10!

that control the electroseismic response. The right-hand sides
of these equations isolate the source terms responsible for
cross coupling between the mechanical and electrical re-
sponse.

Our approximation of neglecting slow-P waves amounts
to writing a single additional relation

¹•w5bL¹•u, ~11!

where an expression forbL appropriate to fast-P waves will
soon be derived. Note that the equivoluminal shear response
also trivially satisfies this equation. The neglect of slow
waves only affects the poroelastic constitutive laws, which
are now given by

t5~KG1CbL!¹•uI1G@¹u1~¹u!T2 2
3¹•uI # ~12!

2pf5~C1MbL!¹•u. ~13!

Upon placing these ‘‘slow-wave-free’’ constitutive laws into
the dynamical equations, we find thatu and E are the only
two independent fields to solve for. Simply by writing Eq.
~11!, w has been completely eliminated from the theory.
Note, however, thatw can still be determined from Eq.~4! if
desired; i.e., our neglect of slow waves has not required that
w50.

In the special case of a uniform porous material, the
governing equations reduce to

@KE~v!1G/3#¹¹•u1G¹2u1v2rE~v!u52 ivr fLE
~14!

2¹3¹3E1v2m«E~v!E

52 ivmL@~C1MbL!¹¹•u1v2r fu#. ~15!

When L50, these are the usual elastodynamic and electro-
magnetic wave equations in a material having effective prop-
erties given by

KE~v!5~KG1CbL!F11 iv
r fk~v!

h

C1MbL

KG1CbL
G , ~16!

rE~v!5rF12 iv
r f

2k~v!

rh G , ~17!

«E~v!5«F11
is

«vG . ~18!

Upon temporarily neglecting the electrokinetic couplingL,
we obtain the complex compressional wave slownesssp

given by

sp
25

rE~v!

KE~v!14G/3
. ~19!

The modification of this wave slowness due to the coupling
coefficient L is, for all practical purposes, negligible@see
Pride and Haartsen~1996! for both a discussion and exact
expressions and numerical evaluations in the case whereL is
not neglected#. The coefficientbL can be found by first tak-
ing the divergence of Eq.~1! to obtain

¹2F S KG1
4G

3 D¹•u1C¹•wG52v2r¹•u2v2r f¹•w.

~20!

For a planeP wave with spatial dependence exp(ivspk̂•r )
wherek̂ is the propagation direction, we thus obtain

bL[
¹•w

¹•u
52

Hsp
2~v!2r

Csp
2~v!2r f

, ~21!

where for convenience we have introduced Biot’sH modulus
defined as

H5KG14G/3. ~22!

Upon eliminatingsp
2 in Eq. ~21! by introducing Eq.~19!,

we obtain the following quadratic equation forbL :

abL
21bbL1c50, ~23!

where the three coefficients are defined

a5C1 ivr f

k

h
M , ~24!

b5H1 ivr f

k

h S 2C1
r

r f
M D , ~25!

c5 ivr f

k

h S H1
r

r f
CD . ~26!

The two roots correspond to thebL for fast waves and slow
waves. The fast-wave root of interest here is easily seen to be

bL52
b

2a S 12A12
4ac

b2 D . ~27!

For P waves in the seismic band of frequencies, we always
have thatvr fk/h!1, which allows us to write

bL→2 ivr f

k

h S 11
r

r f

C

H D ~28!

to leading order in the small dimensionless quantityvr fk/h.
We have thus shown that our approximation of neglect-

ing slow-P waves amounts to working with Eqs.~14! and
~15! in each piecewise homogeneous portion of the porous
material. The fast-P and S waves that are retained in this
approximation have all the properties they usually have in
Biot theory. But, by taking thebL to be everywhere appro-
priate to fast-P waves, no slow waves can ever come into
existence. The equation¹•w5bL¹•u is an additional con-
straint placed on the exact governing equations Eqs.~1!–~7!
and in no way alters the requirement that all of the compo-
nents in Eq.~8! should be continuous at an interface. There-
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fore, the question of what continuity conditions to take at an
interface when slow waves are neglected may not, at first
sight, be entirely clear-cut.

However, in order that bothP-SV and EM disturbances
properly propagate across interfaces, we need to take the
standard requirement that all of

u, n•t, n3E, n3H ~29!

remain continuous when slow waves are neglected. This will
be demonstrated numerically in the following subsection.
Thus, when slow waves are neglected bothpf andn•w suffer
jumps at interfaces.

Such an artificial jump in the fluid pressure at an inter-
face created when slow waves are neglected has the effect of
producing an effective electric dipole, as can be seen from
the right-hand side of Eq.~10!. Consider the extreme case of
an interface in which only the permeabilityk changes with
all other material properties held constant. In the exact treat-
ment of the electroseismic response, the permeability con-
trast generates both transmitted and reflected slow waves.
These slow waves alter the charge distribution that held in
the spherically incident fast-P wave just prior to incidence
and thus create an effective electric dipole~and higher-order
multipoles! across the interface. The fast-P wave itself is not
affected much by the permeability interface since never more
than a few percent of the incident wave energy gets con-
verted into slow waves~and typically much less!. One might
think, in this particular case, that the neglect of slow waves
would lead to a large error in the predicted no-moveout elec-
tric field since it is the slow waves that have created the
effective dipole.

However, as noted above, the jump in fluid pressure cre-
ated when slow waves are neglected also produces an elec-
tric dipole. The fluid-pressure jump may be estimated from
Eq. ~13! using the fact that the permeability contrast has
essentially no impact on the mechanical response of the
fast-P and -Swaves so that¹•u remains essentially continu-
ous at the interface~indeed, exactly continuous in the limit of
very small frequencies!. Upon using thebL given by Eq.
~28!, we predict that the fluid pressure in the immediate vi-
cinity of an interface located atz5z0 is, in the low-
frequency limit, distributed as

pf~z!5 iv
r f

h
M S 11

r

r f

C

H D¹•u@k11~k22k1!H~z2z0!#,

~30!

whereH(z) is the Heaviside function,k1 is the permeability
of the overlying region, andk2 that of the underlying region.
We thus have that on the right-hand side of Eq.~10!, there is
an effective current dipole sourceJe given by

Je5v2mL
r f

h
M S 11

r

r f

C

H D¹•u~k22k1!d~z2z0!ẑ.

~31!

We will see in a later numerical example that this effective
electric dipole generated by the jump in fluid pressure when
slow waves are neglected at a permeability contrast does a
reasonable job at estimating the effects of the exact response
involving slow waves. However, it will also be seen that

when jumps in the elastic properties are also allowed for, the
neglect of slow waves can lead to huge errors in the ampli-
tudes of the predicted no-moveout electric fields.

B. Numerical considerations

We now show how to neglect slow waves in the numeri-
cal modeling. Both Haartsen and Pride~1997! and Garam-
bois and Dietrich~2002! have given algorithms for determin-
ing the exact point-source electroseismic response for waves
in stratified materials. These codes are based on Kennett’s
~1983! scheme for modeling seismic waves in layered media
and begin by decomposing the wave fields into their plane-
wave~or, more precisely, cylindrical-wave! components. The
various decomposed plane-wave amplitudes are then deter-
mined by requiring that the continuity conditions that hold at
each interface in the layer stack are exactly satisfied. Thus,
proper modeling of how plane waves reflect and transmit at
an isolated interface is a key part of the analysis. In the
following subsection, we outline how to obtain the reflection
and transmission coefficients when slow waves are ne-
glected.

1. The response at a plane interface

Working in an ~x,y,z! Cartesian system, consider that a
fast-P plane wave in porous-material 1 is incident at a plane
interface that separates material 1 from a second porous-
material 2. If this interface is uncharged prior to the arrival of
the P wave, we then have that@cf. Eq. ~8!#

bI5@ux ,uz ,wz ,txz ,tzz,2pf ,Hy ,Ex#
T ~32!

must be continuous across the interface~note that an under-
score is used to denote an array while boldfaced symbols are
used to denote vectorial and tensorial field quantities!. Thus,
at each interface we must satisfy the eight required equations
bI15bI2 . To exactly allow for all eight of these conditions,
one must allow for the creation of eight distinct waves which
are the reflected and transmitted fast-P, slow-P, S, and EM
responses. This is what Haartsen and Pride~1997! and Ga-
rambois and Dietrich~2002! have done. Without the slow
waves we cannot exactly satisfy all eight continuity condi-
tions, and our goal is to quantify the amount of error this
causes in the predicted no-moveout electric fields.

The full 838 eigenvector matrixD= appropriate to the
electroseismic problem~e.g., Haartsen and Pride, 1997! has
the form

D= 5@bIpf
u ,bIps

u ,bIs
u ,bIem

u ,bIpf
d ,bIps

d ,bIs
d ,bIem

d #, ~33!

where each column is the normalized plane-wave response of
the stated wave type@e.g., bIps

d is the response of a unit-
amplitude downgoing slow-P wave where the physical com-
ponents of bI are those defined in Eq.~32!#. Analytical ex-
pressions for these various columns were initially worked
out by Pride and Haartsen~1996! and are also given in
Haartsen and Pride~1997!. We now simply eliminate the two
slow-wave columns and attempt to approximate the complete
material response in each layer with only six wave types. In
other words, with the definitions

D= 8365@bIpf
u ,bIs

u ,bIem
u ,bIpf

d ,bIs
d ,bIem

d #, ~34!
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wI 5@wpf
u ,ws

u ,wem
u ,wpf

d ,ws
d ,wem

d #T, ~35!

where the components of wI are the~complex! amplitudes of
the six wave types being allowed for in the approximation,
we attempt to find the amplitudes wI that best satisfy

D
=

836
•wI 5bI ~36!

in each layer where bI is the eight-component array defined in
Eq. ~32!.

For the specific problem in which a unit-amplitude
fast-P wave is incident from above at a plane interface, the
eight continuity conditions bI15bI2 are written

S M= 1
u M= 1

d

N= 1
u N= 1

d D •S Rpf

Rs

Rem

1
0
0

D 5S M= 2
u M= 2

d

N= 2
u N= 2

d D •S 0
0
0

Tpf

Ts

Tem

D , ~37!

where the matricesM= u,d andN= u,d are the 433 partitions of
the eigenvector matrixD= 836. These equations can be rewrit-
ten as the overdetermined system

A= •xI 5yI , ~38!

whereA= is the 836 matrix

A= 5S M= 1
u 2M= 2

d

N= 1
u 2N= 2

d D , ~39!

xI contains the six unknown reflection and transmission coef-
ficients of interest

xI 5@Rpf ,Rs,Rem,Tpf ,Ts,Tem#T, ~40!

andyI 52bIpf
d is the negative of the response~eigenvector! of

a unit-amplitude downgoing fast-P wave~the normalizations
of the eigenvectors fix the physical interpretation of the re-
flection and transmission coefficients but otherwise play no
role in obtaining the numerical results!.

We solve for the reflection and transmission coefficients
xI by first placing weightspi on each of the eight continuity
conditions. These weights simply emphasize the importance
given to satisfying any one condition. The only restriction on
these weights is that no more than two of them can be zero
so that the system never becomes underdetermined. Thus,
following the usual least-squares argument, we determinexI
by minimizing thex2 error measure

x25(
i 51

8

(
j 51

6

@pi~yi2Ai j xj !#
2. ~41!

As is well-known and simply demonstrated, thexI that mini-
mizesx2 is a solution of the following even (636) set of
‘‘normal equations’’

~A= T
•L= •A= !•xI 5~A= T

•L= !•yI , ~42!

where the diagonal matrixL= has the weightspi
2 along the

diagonal and zeros elsewhere; i.e.,

L= 5diag$pi
2%. ~43!

In the subsection that follows, we numerically investigate the
question of which two of thepi are best set to zero; i.e.,
which of the continuity equations can be neglected without
creating considerable error.

2. Defining the weighting scheme

Although we anticipate from our earlier analytical con-
siderations that the best approximation is to neglect the con-
tinuity of wz and pf ~i.e., p35p650!, we now numerically
test this hypothesis.

A solution of the normal equations~42! for any given
weighting of the eight continuity conditions determines the
reflection and transmission coefficients at each isolated inter-
face in a layer stack when no slow waves have been gener-
ated. The reflection and transmission coefficients at each in-
terface are the fundamental material-property inputs for
Kennett’s ~1983! reflectivity scheme. Garambois and Di-
etrich ~2002! have generalized the reflectivity scheme to the
electroseismic problem, and it is their code that is employed
for the numerical simulations that follow and in the elec-
troseismic response already shown in Fig. 2. Haartsen and
Pride ~1997! used the global-matrix approach, which is
slightly different and will not be used here.

We again consider the simple geometry depicted in Fig.
1. Details of how to model a point-source explosion are
given by Haartsen and Pride~1997! as well as by Garambois
and Dietrich ~2002!. A Ricker wavelet with a center fre-
quency of 200 Hz is chosen as the time signature of the
source. Due to the rather large number of physical properties,
we give a model in the Appendix that reduces the total num-
ber of free parameters down to just four:C ~the salinity of
the water in moles/liter!, f ~the porosity!, a ~a dimensionless
parameter defined in the Appendix that measures the degree
of consolidation of the framework of grains!, andk0 ~the dc
permeability!. This model is based on assuming the fluid is
always water and the solid grains are always quartz. The
properties of our two half-spaces are thus fixed by fixing
these four parameters in each material.

Both in the present test and in the response of Fig. 2, we
take the overlying material to be a sand characterized by
C151024 moles/liter, f150.35, a15100, and k01

510211 m2. The underlying material is a sandstone charac-
terized byC251024 moles per liter,f250.20,a2510, and
k02510214 m2. In Fig. 3, we give the amplitude of the re-
flected P wave when slow waves are neglected and when
continuity of the pairs of components shown has been ne-
glected at the interface. As anticipated, the exact result in-
volving slow waves is indistinguishable from the case where
slow waves are neglected and the continuity ofwz andpf is
neglected. Any other approximation of the exact continuity
conditions leads to unacceptable error. In Fig. 4 the ampli-
tude of the converted no-moveout electric field generated
when theP wave traverses the interface is shown. Although,
in the no-slow-wave approximation, neglecting the continu-
ity of wz and tzz provides a slightly better approximation
than neglectingwz and pf , we have seen in Fig. 3 that it
provides a much worse approximation of the reflectedP
wave.
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The conclusion is that when slow waves are neglected,
we must also neglect the continuity ofwz andpf ; neglect of
any other combination leads to unacceptably large error. We
also see that for a realistically modeled sand/sandstone inter-
face, the neglect of slow waves has led to a converted
electric-field amplitude that is almost three times too big.
Proper modeling of the converted electric field in this case
requires the explicit generation of slow waves. We now go
on to consider other examples.

IV. NUMERICAL EXAMPLES

Five examples will be given here that serve to further
illustrate the role of slow waves in the generation of the
electroseismic converted field. For all of these examples, the
modeling without slow waves has neglected the continuity of
wz andpf at the interface.

A. Salinity contrast

We begin with a test example in which the contrast is
only in the salinity. In this case, there is no way for the fast-P
wave to change properties as it traverses the interface, and so
no slow waves are generated. Accordingly, we expect no
slow-wave effect in the electroseismic response. The mate-
rial properties are taken everywhere to be those of a sand:
f50.35,a5100, andk0510211 m2. The salinity contrast is
defined by C151024 moles/liter and C251021 moles/
liter.

In Fig. 5, we see indeed that the modeling both with and
without slow waves leads to virtually identical results. We
take this to be a positive numerical check of our modeling.

B. Permeability contrast

This was the case considered earlier in our analytical
discussion. For the numerical example, we take the material
to have everywhere the same properties ofC
51024 moles/liter, f50.35, a5100, but we now take the
overlying material to have a permeability ofk01510211 m2

and the underlying material to have a permeability ofk02

510214 m2.
In Fig. 6 the somewhat surprising result that the result

without slow waves is almost as good as the result with

FIG. 3. The amplitude of the reflectedP wave when slow waves are ne-
glected and the continuity of the various shown displacement-stress compo-
nents is neglected at the interface. The exact response with slow waves is
shown both here and in all examples using dot symbols. This figure dem-
onstrates that one must sacrifice the continuity ofwz and pf when slow
waves are neglected.

FIG. 4. The amplitude of the converted no-moveout electric field generated
when theP wave is incident at the interface and recorded along the receiver
line.

FIG. 5. The amplitude of the converted no-moveout electric field when the
interface represents only a salinity jump.
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slowwaves is seen. As discussed earlier, this is due to the
artificial fluid-pressure jump in the modeling without slow
waves acting as a current-dipole source in Ampe`re’s law.
However, this result is rather particular and requires that the
jump in permeability not be accompanied by a jump in the
elastic properties, a situation that never holds true in the
earth.

C. Elastic-property contrast

In this example, we keep both the permeability and sa-
linity constant everywhere, given byk0510211 m2 and C
51024 moles/liter. The jump is only in the elastic properties
with f150.35,a15100 andf250.20,a2510. See Fig. 7.

We see that there is now a rather large error of about a
factor of 7 in the predicted converted electric-field ampli-
tude.

D. Sandstone 1 Õsandstone 2 interface

In this example, we attempt to model a typical interface
that might be found at depth in a sedimentary basin. The
overlying material is taken to be a well-consolidated sand-
stone havingf150.10,a155, andk01510215 m2, while the
underlying material is taken to be a much cleaner sandstone
havingf250.25,a2550, andk02510213 m2. The same sa-
linity C51022 moles/liter is present everywhere.

In this case, the generation of both slow waves and the
associated separation of charge is reduced compared to the
previous examples due to both sides of the interface now
having relatively stiff frameworks of grains. This is manifest
in much smaller electric-field amplitudes. We again see in
Fig. 8 that the full Biot theory is required in order to properly
model the electroseismic response. The neglect of slow
waves in this example has overestimated the converted elec-
tric field by more than a factor of 8. As compared to previous
examples, the spatial distribution of the electric-field ampli-
tudes with and without slow waves have different shapes.
This is because the incidentP-wave wavelength of roughly
17 m is much longer than in the previous examples and it
now represents a significant fraction of the 45 m between the
shot point and interface which changes the dimensions of the
first Fresnel zone and the nature of the charge distribution
relative to the antenna positions.

E. Incident shear wave

In this final example, a hammer source is now used that
generates both compressional and shear waves. Our interest
here is to study the EM conversion generated when the shear
wave is incident at the interface. We consider the same sand/
sandstone interface used in Figs. 2–4. With a shear wave
incident at the interface, there is a discontinuity in the
electrical-current sheets of theS waves. Such current sheets
are entirely due to streaming current since there are no
charge separations and, therefore, no electric fields inside a
shear wave in a uniform material. The current-sheet discon-
tinuity leads to charge separations across the interface and to
converted no-moveout electric fields.

The slow waves converted from the incident shear wave
act to further alter the amount of separated charge at the
interface. However, in Fig. 9 we see that the effect is not
very large. This is due to the fact that only a small amount of
energy goes into slow waves when shear waves traverse an
interface. In general, the seismic-EM converted wave fields
are sensitive to the permeability contrast only through the
generation of slow waves. Thus, theS–EM conversions are
rather insensitive to the permeability contrast.

FIG. 6. The amplitude of the converted no-moveout electric field when the
interface represents only a permeability jump.

FIG. 7. The amplitude of the converted no-moveout electric field when the
interface represents only a jump in elastic properties with permeability and
salinity held constant.

FIG. 8. The amplitude of the converted no-moveout electric field when the
interface separates a well-consolidated sandstone from a relatively clean
sandstone. This example is meant to represent a typical interface that might
be found in a sedimentary basin.
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V. CONCLUSIONS

We have numerically demonstrated that in order to prop-
erly model the generation of electric fields-when seismic
waves traverse an interface, one must employ the full Biot
theory in the modeling and take into account the generation
of slow waves. This is the only way to properly model the
details of the fluid-pressure gradients in the vicinity of the
interface upon which the electrokinetically induced charge
separations sensitively depend. The electroseismic problem
may thus represent one of the most important applications of
Biot’s theory of porous media acoustics.
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APPENDIX: THE ELECTROSEISMIC MATERIAL
PROPERTIES

For the poroelastic moduli, we use the results of Biot
and Willis ~1957! that hold whenever the grains consist of a
single isotropic mineral. These expressions can be written

KG5
KD1@12~11f!KD /Ks#K f /f

11D
, ~A1!

C5
~12KD /Ks!K f /f

11D
, ~A2!

M5
K f /f

11D
, ~A3!

whereD is a small dimensionless parameter defined as

D5
12f

f

K f

Ks
S 12

KD

~12f!Ks
D . ~A4!

Here,f is the porosity,K f is the fluid’s bulk modulus, and
Ks is the solid’s bulk modulus. In the numerical examples,

we will always take the fluid to be water (K f52.2 GPa) and
the solid to be quartz (Ks536 GPa). The drained bulk
modulus KD and shear modulusG of the framework of
grains are assumed to obey simple effective-medium laws of
the form @pore-inclusion-based effective-medium theories
such as Korringaet al. ~1979! predict drained moduli of this
form#

KD5Ks

12f

11af
, ~A5!

G5Gs

12f

11bf
, ~A6!

wherea andb will vary with lithology andGs is taken to be
the shear modulus of pure quartz 44 GPa. In the numerical
simulations, we somewhat arbitrarily takeb52a in order to
eliminate a model parameter. Thus, using the above expres-
sions, the poroelastic moduliKG , C, M, andG are fixed by
specifying the two dimensionless numbersf anda. Depend-
ing on the assumed consolidation of the framework of grains,
we can expecta to have a rather large range from roughly 3
for a highly consolidated sandstone to as much as 300 for an
unconsolidated sand.

Other parameters to be fixed in the model are the trans-
port coefficientsk ~fluid-flow permeability!, s ~conductivity
of the porous material! andL ~the coupling coefficient!. For
the permeability we use the result of Johnsonet al. ~1987!

k~v!

k0
5FA12 i

v

vc

4

n
2 i

v

vc
G21

, ~A7!

wherek0 is the dc permeability and the frequencyvc corre-
sponds to when viscous-boundary layers begin to form in the
pores. Johnson’s model predicts that

vc5
h

r fFk0
, ~A8!

whereh is the water viscosity 1023 Pa s,r f the water den-
sity 103 kg/m3, andF the electrical formation factor. In this
work, we assume Archie’s~1942! law to hold

1

F
5fm, ~A9!

with a constant Archie exponent ofm51.7 for all materials.
Depending on the permeability and porosity, one can expect
thatvc/2p.1 kHz ~and usually dramatically so for rocks! so
our assumed source puts us in the lower-frequency range
where no viscous-boundary layers have yet developed in the
pores. Because of this, we make no great effort to model the
pore-geometery terms contained withinn. Johnson’s model
predicts thatn5L2/(k0F), where L is a weighted pore-
volume to pore-surface ratio; however, we simply taken
58 for all materials.

The electrical conductivity of the porous material is

s5s f /F, ~A10!

whereF is again the formation factor given by Archie’s law
ands f is the conductivity of the water. We specify the water
conductivity by fixing the molarityC ~moles/liter! of NaCl in

FIG. 9. The amplitude of the converted no-moveout electric field when the
incident wave is a spherical shear wave coming from a shear-wave-
generating ‘‘hammer’’ source again atz55 m. The interface is the same
sand/sandstone interface considered in Fig. 4.
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the water and use the Einstein–Stokes estimate of the ionic
mobilities to give the mks estimate

s f5
e2

6ph S 1

RNa
1

1

RCl
D6.02231026C, ~A11!

whereRNa51.83310210 m, RCl51.20310210 m, ande is
the fundamental charge.

The coupling coefficientL is given by

L52
e0k f

Fh
z, ~A12!

wheree0 is the vacuum permittivity,k f580 is the dielectric
constant of water, and thez potential is a measure of the
charge available for transport in the diffuse part of the elec-
tric double layer and is assumed to comply with the follow-
ing empirical law that is roughly appropriate for quartz~this
law holds strictly only forpH57 but gives the right general
trend for thepH dependence!:

z~ in volts!5~0.0110.025 log10C!
~pH22!

5
. ~A13!

In all examples we takepH57. Because the frequency of
our source is such thats@ve, we will not attempt to model
precisely the rock’s dielectric properties and will simply take
«5e0k f /F as our estimate of the rock permittivity. The
magnetic permeability is taken to be that of vacuumm
5m0 .

Thus, despite the rather large number of parameters in-
volved, by assuming the fluid to be water and the grains to be
quartz we have reduced the material properties down to just
the following four free parameters:C ~molarity!, f ~poros-
ity!, a ~frame compliance factor!, andk0 ~dc permeability!.
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Measurement of the BÕA nonlinearity parameter under high
pressure: Application to water
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An experimental apparatus was developed to measure, over a wide range of pressure, the acoustical
nonlinear parameterB/A with an uncertainty of 2.2% in order to study the influence of pressure on
the value of this parameter in liquids. The experimental technique rests on an improved
thermodynamic method which uses a highly sensitive phase comparison technique to measure the
change in speed of sound with pressure. The apparatus was then used to measureB/A in water within
the pressure range from 0.1 to 50 MPa and at temperatures of between 303.15 and 373.15 K. The
data obtained were compared with those in the literature which come from numerical derivation of
speed of sound measurements. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1432978#

PACS numbers: 43.25.Ba@MFH#

I. INTRODUCTION

The nonlinear acoustic parameterB/A, also known as the
Beyer parameter, is a physical property which can provide
information on certain characteristics of the liquid state, such
as internal pressure, intermolecular spacing, acoustic diffrac-
tion, all these characteristics are directly linked to the mo-
lecular structure of the fluids considered. This useful feature
explains the fact that various experimental techniques~such
as the phase comparison method,1 or the finite amplitude
method2! have been developed under atmospheric pressure
with a view to achieving direct measurement of theB/A ratio,
and that a substantial volume of work, both experimental and
theoretical, has been devoted to it. In particular the behavior
of B/A as a function of temperature has been studied in a
number of investigations in extremely varied systems, and
with objectives reflecting a very wide range of applications
~biological, chemical, medical, acoustic, etc.!.

Studies of the behavior ofB/A as a function of pressure
are much rarer and essentially involve numerical evaluations
by derivation of ultrasound data, density and heat capacity at
a givenP, or estimations based on equations of state used to
generate the necessary thermodynamic data. However, it is
well known that properties deduced by successive numerical
derivations are often subject to significant inaccuracies. The
same holds for the use of equations of state in pure predic-
tion. In the case of theB/A parameter, the accumulation of
uncertainties affecting the contributive terms may reach sub-
stantial orders of magnitude. So, for a given family of or-
ganic substances~for example, the alkanes!, evaluations car-
ried out by different research teams3,4 on the basis of distinct
sources of information may yield diametrically opposed re-
sults. It is therefore essential to test the reliability of numeri-
cal methods by comparison with direct experimental deter-
minations in order to validate these numerical techniques.

In this context we developed a system to measureB/A
on the basis of a phase comparison method5 able to function
up to pressures of the order of 100 MPa. After recalling the
main stages in the measurement ofB/A by phase comparison,

the first part of this article will describe in detail the charac-
teristics of the measurement cell designed for this purpose.
The second part will present values ofB/A measured in the
case of liquid water within a pressure interval of 0.1–50 MPa
and at temperatures of between 303.15 and 373.15 K. Fi-
nally, the data obtained will be compared with those in the
literature.

II. PHASE COMPARISON METHOD

The difference between instantaneous pressureP and
hydrostatic pressureP0 during the propagation of a plane
acoustic wave can be developed, at values close to zero, in
the form of a Taylor series expressed in terms of density
(r2r0):

P5P01AS r2r0

r0
D 1

B

2 S r2r0

r0
D 2

1
C

6 S r2r0

r0
D 3

1¯

~1!

involving coefficientsA, B, C defined by :

A5r0S ]P

]r D
S

5r0c0
2, ~2!

B5r0
2S ]2P

]r2 D
S

52r0
2c0

3S ]c

]PD
S

, ~3!

C5r0
3S ]3P

]r3 D
S

~4!

in which c designates the infinitesimal speed of sound, sub-
script S referring to a constant entropy process to which the
phenomenon of ultrasound propagation can be assimilated.
Combination of the previous relationships yields the param-
eter B/A which can identify the nonlinear character of an
acoustic propagation:

B/A52r0c0S ]c

]PD
S

. ~5!
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The experimental technique selected to measure this quantity
under pressure is based on direct exploitation of relationship
~5!. Determination ofB/A therefore depends on measurement
of density, ultrasound velocity and its variation with pressure
(Dc/DP). However, for the quantity (Dc/DP) to be assimi-
lated to the derivative (]c/]P) along an isentropic process it
is essential to impose a rapid pressure change of small am-
plitude~of the order of 0.1 to 0.2 MPa during a time of 0.3 to
1 s! which generates a change in the velocity of approxi-
mately 0.2%. The conducto-convective characteristic times
of the system, linked to the nature of the fluid and the geom-
etry of the cell are incomparably higher~order of 1 hour!
than the duration of the pressure variation.

To be able to measure such a change with sufficient
accuracy it is preferable to measure the phase shift induced
by pressure variation rather than to rely on direct measure-
ment of ultrasound velocity. With this aim, a phase compari-
son method initially developed for use at atmospheric pres-
sure was used.6 The principle of this technique, presented
schematically in Fig. 1, consists in measuring the phase shift
generated by the acoustic wave passing through the liquid
studied and in recording the variation of this phase shift
when the fluid is subjected to a brief pressure change. A
continuous wave signalU1 delivered by the generator G1:

U15A1 sin~vt ! ~6!

with stabilized angular frequencyv, is applied at the input of
the amplitude modulator M1. In this modulator, the wave is
gated by the signal generator G2 in such a way as to generate
a tone burst signal. This one is amplified and then applied to
the transmission transducer. At the output of the receiverR,
the signalU2 has undergone a phase shift caused by the
passage of the sound wave of speed c between the two trans-
ducers separated by a distanced:

U25A2 sinFvS t2
d

cD1fG ~7!

the constant termf being added to account for phase
changes taking place within the electronics and at the electric
connection of the transducers. This signalU2 is then multi-
plied by the reference signalU1 in a double mixer M2 so as
to produce a continuous output signal of amplitudeUS :

US5kA1A2 sinS v
d

c
2f1

p

2 D ~8!

proportional to the amplitudes of signalsU1 andU2 and also
a sine function of the quantity (vd/c2f1p/2). By tuning
the frequency of the signal emitted by the generator, it is
possible to achieve the following:

v
d

c
2f1

p

2
5np1d, ~9!

wheren is any integer andd an infinitesimal. In the neigh-
borhood of this condition, known as the ‘‘null condition,’’ the
sine function involved in the relationship can be broken
down into a limited power series of the first order and the
signal Us considered linearly dependent on the phase shift
vd/c. Any variation in ultrasound velocityDc caused by a
change in theP, T conditions imposed on the fluid therefore
leads to a variation in the output signalUs given by:

DUS5kA1A2v
d

c2
Dc ~10!

measurement of which can be used to calculate the nonlin-
earity coefficient:

B

A
52

2rc3

vd

1

kA1A2
S DUS

DP
D

S

. ~11!

III. APPARATUS

The experimental apparatus is primarily composed of a
high pressure measurement cell made up of a stainless steel
autoclave cylinder in which a mobile piston can move in
such a way as to transfer the pressure from the fluid studied
and the compression oil. To ensure an effective seal between
the sample and the compression oil and to avoid any pollu-
tion of the sample, two Viton segments are placed on the
piston. The cylinder is closed, at the compression oil end, by
a simple plug with an orifice through which compression oil
can be introduced. The other end of the cell is closed by a
plug in which three holes have been made for the electric
connections to the transducers to pass through. The electrical
connections under pressure were set up according to the
method recommended by Bridgman.7 A fourth hole was ma-
chined in the plug to allow the passage of a Pt 100 type 2
mm diameter heat probe housed in a metal finger to isolate it
from the stresses of pressure. This plug also holds the acous-
tic probe, represented schematically in Fig. 2, made up of
two piezoelectric transducers~of circular section, 12 mm di-
ameter, QUARTZ and SILICE brand! whose resonating fre-
quency is 5.0 MHz, one of them acting as a transmitter, the
other as receiver. They are fixed parallel to the ends of a
stainless steel cylindrical support~30 mm in length!. This
length represents an acceptable trade-off between shorter dis-
tances which would reduce the amount of sample required
but would also reduce measuring accuracy and longer trajec-
tories which would have the advantage of increasing the ac-
curacy of the measurements but would at the same time in-
crease the volume of liquid needed. The piezoelectric
elements are held on their housing by a damper mechanism

FIG. 1. Schematic representation of the phase comparison technique.
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made up of a layer of epoxy resin mixed with aluminum
powder in order to increase the effectiveness of transmission
and reception and to improve the frequent response. The geo-
metric characteristics chosen for this cell offer a useful inter-
nal volume of 0.66 liters and make it possible to carry out
measurements at pressures up to 100 MPa over a temperature
range of between 253.15 K and 423.15 K. This temperature
range remains well within the operating limits of the trans-
ducers which impose a maximum operating temperature of
the order of half the Curie temperature of the substance, i.e.,
423.15 K. Apart from the measuring cell, the experimental
apparatus includes various peripheral elements designed to
ensure fluid flow regulation, controlled pressure changes and
transmission, reception and processing of acoustic signals.

As the mass of the measurement cell is large, it has a
large degree of thermal inertia which can cause temperature
gradients. In order to ensure uniformity of the heat of the
fluid, the cell is entirely immersed in a bath regulated by a
HUBER brand polystat cc2 model with a heat instability of
0.02 K. Temperature of the bath is maintained homogenous
using pulsed air jets. Moreover a cooling circuit is added to
improve heat regulation in the vicinity of room temperature.
The temperature is measured using a Pt 100 platinum probe
~precision of 0.01 K! connected to an AOIP brand reference
thermometer. With regard to the regulation and the geometry
of the cell, there is any longitudinal gradient and axially
temperature of the tested fluid is regulated by natural con-
vection.

Pressure is applied and then maintained using a
MAXIMATOR-brand pneumatic pump driven by an air ma-
nometer while a derivation circuit connected by a valve to
the main circuit is introduced so as to be able to generate low
intensity pressure variations. Pressure is measured at the out-
put of the cell using an HBM-brand~Hottinger Baldwin
Messtechnik! P3MB-100 MPa model manometer connected
to a broad band amplifier~HBM AD5B40-01 model!. Cali-
bration of the probe is done using a pressure calibration
weight balance BUDENBERG-brand with an accuracy in
measuring pressure better than 0.02%.

The transmitter transducer is excited by pulse trains of
duration 15ms, of repetition rates of 2.2 kHz, the carrier
frequency~of value 5.0 MHz, which is consistent with the
minimum frequency of the piezoelectronic element! from an
R&K Company brand, MIXCA model amplitude modulator

~marked M1 in Fig. 1!. This element is driven by two
Hewlett-Packard HP33120A~G1 and G2! signal generators,
amplified by a R&K Company brand, A300-10M type power
amplifier. The receiving piezoelectric element is directly
linked to a PANAMETRICS brand 5055 PRM model pulse
receiver. In this piece of apparatus, the signal transmitted by
the receiver transducer is amplified and then passed through
a bandpass filter with a cutoff frequency of 1 MHz designed
to reduce low-frequency noise. Finally, a second double
R&K Company brand MIXCA model mixer~marked M2 on
Fig. 1! was also introduced into the circuit to multiply the
output signal of the PANAMETRICS with the reference sig-
nal from the generator G1. A frequency filter included in the
mixer with a cut-off frequency of 300 kHz was included to
eliminate the high- frequency component and the remaining
harmonics of the carrier wave of the phase signal detected. A
four-channel digital oscilloscope~GOULD brand, type 4094!
is employed to visualize and verify the forms of the signals.
Finally a PC type computer is used to process the pressure
signal from the manometer directly, via an HP–IB interface
and a 16 bit digitizing card~DATA TRANSLATION 3004!.

Apart from the speed of sound and its derivative versus
pressure, determination of theB/A coefficient requires mea-
surement of the density of the sample. To do this we included
in the experimental apparatus an ANTON PAAR~model
DMA60! densitometer, which can only be used at atmo-
spheric pressure. The principle of this device is to determine
the period of oscillation of a U-shaped steel tube containing
the sample after having set it into undamped vibration using
an appropriate excitation system.

IV. MEASUREMENTS

As relationship~11! clearly shows, determination of the
acoustic nonlinearity parameter using the phase comparison
method involves measuring variation of the output signalUs

following a change in pressure, as well as variation of the
speed of sound and of density after calibration of the re-
sponse coefficientk of the mixer M2 and of the distanced
between the piezoelectric elements.

FIG. 2. Acoustic probe.~1! Transduc-
ers, ~2! teflon plug, ~3! buttress tube
for the piston,~4! fluid volume,~5! vi-
ton segments,~6! hole for the circula-
tion of fluid.
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A. Phase calibration

This procedure allows to measure the value of the coef-
ficient kA1A2 . In the phase calibration system, the phase
difference between two signals whose frequency is 5 MHz
generated by two Hewlett-Packard 33120A assemblies, is ad-
justed step by step, monitored on a digital oscilloscope
~GOULD brand, type 4094! and read by a computer via a
HP–IB interface. The phase signal proceeds from a phase
detector~R&K Company brand MIXCA model mixer! linked
to a low pass-filter with a cutoff frequency of 300 kHz. The
output of this filter is given by

US5kA1A2 sinS f22f11
p

2 D , ~12!

wheref22f1 is the phase difference between the two com-
pared signals. The amplitudes of these signals are set at the
same levels as inB/A measurement mode. In the neighbor-
hood of the ‘‘null condition’’ the signalUS can be considered
linearly dependent on the phase differencef22f1 . Then, a
program of linear regression determine the constant coeffi-
cient kA1A2 . Moreover, the effect of noise on these mea-
surements is reduced by repeating 20 times the phase mea-
surement and after the data are averaged.

B. Measurement of the term DUs ÕDP

To measure the termDUs /DP, a reduction in pressure
of the order of 0.5 to 2 bar is applied to the fluid for 0.3–1
second by a hand operating of a valve. During this change,
the signal emitted by the manometer as well as the signal
from the mixer M2 are sampled at a rate of 2.2 kHz using the
DT3004 data acquisition card. The points sampled~600 in
all! are then smoothed to reduce the influence of noise. A
linear regression method is then used to determine the gra-
dient of US(P) and thus calculate the term (DUs /DP)S on
the basis of the 600 points sampled.

C. Measurement of the speed of sound

The speed of sound is measured by direct chronometry,
using a method developed by Daridon8 to determine the
speed of propagation of ultrasounds in petroleum fluids un-
der pressure. This method consists in measuring the time
taken by an acoustic wave to travel along a given trajectory
in a fluid sample, in this case the distanced separating the
two transducers. The PANAMETRICS~model 5055! pulse
transmitter/receiver is used for this purpose. The memory
oscilloscope in this case functions in delay mode and, by
alignment of the leading edges of two continuous echoes of
the signal, the time taken for the trajectory is directly re-
corded on the screen with a measurement error of65 ns
~maximum time resolution of the oscilloscope being 0.2 ns!.
For the ultrasound velocity determined in this way to be
satisfactory the length of the passaged must be accurately
established. As it is affected by the constraints of pressure
and temperature, it is imperative to introduce terms designed
to correct for these effects. This was done by introducing into
distanced the following temperature and pressure depen-
dency:

d~P,T!5d0@11a~T2T0!#@11b~P2P0!# ~13!

in which coefficientsa and b are determined by measuring
the speed of sound in various alkanes such as hexane, hep-
tane or decane for which many ultrasound velocity data were
given in the literature at atmospheric pressure and under
pressure.

D. Measurement of density

Density is first measured at atmospheric pressure using
the vibrating tube densitometer whose accuracy is 0.01%. It
is then determined at higher pressures by integrating ultra-
sound velocity data according to the method proposed by
Davis and Gordon9 which is based on the equation linking
isothermal compressibility with isentropic compressibility
and thus ultrasound velocity:

kT5kS1
TaP

2

rCP

5
1

rc2
1

TaP
2

rCP

. ~14!

Integration with respect to pressure of this relationship then
leads to an expression which explicitly correlates density
with ultrasound velocity in whichCP represents heat capac-
ity and aP isobaric thermal expansion:

r~P,T!2r~Patmospheric,T!

5E
Patmospheric

P

1/c2 dP1TE
Patmospheric

P

~aP
2 /CP!dP. ~15!

To evaluate the first integral, which corresponds to the pre-
dominant contribution, the ultrasound velocity data are ad-
justed in the form of a rational function which is then inte-
grated analytically. The second integral, which only
represents a few percentage points of the first, is calculated
iteratively according to a predictor–corrector-type algorithm
proposed by Daridonet al.10 which gives an uncertainty less
than 0.1% over the entire field of investigation withP.

E. Discussion of errors

The inaccuracy in the determination ofB/A stems from
the addition of several causes of error concerning the succes-
sive determinations of density, frequency, distance, ultra-
sound velocity and, above all, the derivative (Dc/DP)S . The
uncertainty regarding density~0.1%! leads to an identical
contribution~0.1%! to B/A. The error on signal frequency is
negligible and therefore has no impact on the accuracy of the
B/A parameter. The termc3/d, which is in fact equivalent to
d2/Dt3 in which Dt represents the transit time of the acoustic
wave within the medium, introduces an error of 0.1% onB/A
according to the indications reported in the preceding para-
graph. The phase amplitudekA1A2 is assumed to be constant
in the procedure. However, when the pressure is modified,
the amplitude of the two coherent signals sometimes fluctu-
ates by about61%. As the phase comparison technique is
sensitive to amplitude, fluctuation of amplitude introduces
uncertainty of similar significance, i.e., 1% onB/A.The other
main source of error stems from uncertainty with respect to
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the derivative (DUs /DP)S which depends on the noise as-
sociated with pressure and phase measurements. However,
the procedure adopted~with smoothing and adjustment by
least squares method! reduces the noise effects and provides
an uncertainty on the slope ofUS(P) of only 1%. Assuming
a random distribution of the above-mentioned uncertainties,
the result is an overall inaccuracy of61.5%. But three other
sources of systematic errors onB/A must also be taken into
account. The first of them, which is connected to the hypoth-
esis of linearity ofUS(f) leads to overestimation ofB/A of
approximately 0.5% with regard to the phase shift range of
6p/20 rad. The second, which is a consequence of the tem-
perature calibration, causes an uncertainty of approximately
0.2% onB/A.Finally, the last one, correlated to the quality of
the weighing machine used to calibrate the pressure sensor,
involves an error of 0.02% on theB/A parameter. In sum, the
total error introduced as a result of adding together random
and then systematic errors is consequently 2.2%.

V. EXPERIMENTAL RESULTS

As we have already indicated, the temperature and pres-
sure domains covered by the experiment range from 303 to
373 K and from 0.1 to 50 MPa, respectively. The measure-
ments are carried out by describing the isotherms: in other
words, the temperature of the sample is adjusted to a given
value and the properties are measured (u,dc/dP, . . . ) for
various successive pressures, the step, between two measure-
ments being either 5 or 10 MPa. The direction in which each
isotherm moves corresponds to that of increasing pressures.
When the isotherm has been completely studied, the tem-
perature value is changed and the entire process is reiterated.
In all eight isothermal curves plotted in 10 K steps were
defined. This operating method has the advantage of reduc-

ing considerably the time taken for the system to return to
thermodynamic equilibrium within the sample.

The water used for these experiments is so-called super-
pure; in other words it has undergone various processes to be
gradually cleansed of foreign ions. This treatment can be
broken down successively into: passage of the fluid through
a column of active charcoal followed by reverse osmosis;
passage through another column of active charcoal, followed
by filtering through two columns of mixed beds~made up of
a set of cationic and anionic resins!; finally passage through
a cartridge containing active charcoal and mixed beds.

When the fluid emerges from this chain of purification,
the electrical resistivity of the water reaches 18 Mohm cm
and therefore corresponds to a degree of purity such that the
concentration of foreign ions does not exceed 10210 mole/
liter.

The ultrasound velocity values, measured according to
the method detailed above, are reported in Table I. Compari-
son with Wilson’s data11 yielded satisfactory results, the ab-
solute average deviation being 0.02% and the maximum de-
viation 0.05%. In m/s, deviations are comprised between
10.75 and20.46 m/s. On the basis of this initial data, the
numerical procedure was used to obtain the density values
presented in Table II. This set of values was compared with
the values provided by Haaret al.12 at the same pressure and
temperature conditions. The absolute average deviation ob-
served~AAD ! was 0.002% while the maximum deviation
was 0.005%; the discrepancies noted were between10.049
and20.0376 kg/m3. With the phase comparison system, the
behavior of the derivative (dc/dp)s was determined as a
function of theP–T conditions to which the fluid was sub-
jected. Results for this quantity are indicated in Table III. For
all these studies a temperature limit of 353.15 K was re-
spected at atmospheric pressure to keep clear of the vapor

TABLE I. Sound velocity values for water.

T ~K! 303.15 313.15 323.15 333.15 343.15 353.15 363.15 373.15
P ~MPa! u ~ms21!

0.1 1509.4 1528.8 1542.9 1551.7 1555.4 1554.7
5 1518.1 1537.6 1551.9 1560.9 1564.9 1564.5 1560.4 1553.5

10 1526.8 1546.5 1560.9 1570.1 1574.4 1574.3 1570.6 1564.1
15 1535.4 1555.2 1569.9 1579.3 1583.9 1584.1 1580.7 1574.6
20 1543.9 1563.9 1578.7 1588.4 1593.2 1593.6 1590.6 1584.8
30 1560.7 1581.0 1596.2 1606.2 1611.5 1612.5 1610.0 1605.0
40 1577.3 1597.9 1613.4 1623.8 1629.5 1631.0 1629.1 1624.7
50 1593.7 1614.6 1630.4 1641.1 1647.3 1649.3 1647.9 1644.1

TABLE II. Density values for water.

T ~K! 303.15 313.15 323.15 333.15 343.15 353.15 363.15 373.15
P ~MPa! r ~kg m23!

0.1 995.63 992.21 988.05 983.21 977.77 971.79
5 997.80 994.35 990.17 985.34 979.92 973.97 967.55 960.73

10 1000.00 996.50 992.32 987.49 982.09 976.17 969.79 963.02
15 1002.17 998.64 994.44 989.61 984.23 978.34 972.00 965.28
20 1004.31 1000.75 996.53 991.71 986.34 980.48 974.19 967.51
30 1008.54 1004.91 1000.66 995.84 990.51 984.70 978.47 971.88
40 1012.68 1008.99 1004.71 999.89 994.57 988.82 982.66 976.14
50 1016.74 1012.99 1008.67 1003.85 998.56 992.84 986.74 980.30
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state. Finally combination of these various thermodynamic
properties can be used to determine the nonlinearity acoustic
parameterB/A; values of this parameter for water are re-
ported in Table IV. This last set of data was used to plot the
curves in Figs. 3 and 4, illustrating the isothermal and iso-
baric behaviors, respectively, ofB/A.

A few general trends can be deduced from these graphs.
First, it appears that the nonlinearity parameter for water
seems to be an increasing function of pressure at low tem-
perature within the interval 0.1–50 MPa. At higher tempera-
tures the influence of the pressure parameter is less marked
~the variation is about 8% atT5303.15 K and decreases up
to 0.7% at most atT5373.15 K! and curve seems to pass
through a maximum. However, no conclusion can be drawn
as the magnitude of the change is of the same order of the
experimental accuracy~see Fig. 5!. Despite the dispersion of
the experimental points, linked with the overall uncertainty
affecting determinations ofB/A ~i.e., approximately 2.2%!,
the nonlinearity parameter for water seems to be an increas-
ing function of temperature at low temperature and a maxi-
mum seems also observed at higher ones for each pressure.
Although this trend is found on every isobaric curve this
observation can not be guarantee as the range of temperature
investigated is limited to 373 K and the amplitude of the
error is more important than the rate of variation~see Fig. 6!.

It is possible to reflect graphically, in a way similar to
the above, variations of the quantity (dc/dp)s as a function
of P and T. This shows a tendency of the property to de-
crease withP, a tendency which is all the more marked as
the temperature is lowered. This behavior, conversely to that
observed forB/A, means that multiplication of (dc/dp)s by
rc2 reverses the tendency connected with the effect of pres-
sure. As regards the influence of temperature at fixed pres-
sure, an increase of (dc/dp)s as a function ofT is observed;

the lower the pressure to which the fluid is subjected, the
greater the influence.

VI. COMPARISON OF VALUES FOR B ÕA WITH THOSE
IN THE LITERATURE

We confronted our experimental results for water~in the
liquid state! with the data available in the literature, at atmo-
spheric pressure6,13,14as well as over a wider range of pres-
sure conditions:@0.1–50 MPa#.15

As regards atmospheric pressure, the objective of the
three authors cited above was to determine the influence of
temperature alone, but using different approaches. Emery
et al.14 and Luet al.6 used a purely experimental method, the
phase comparison method, while Beyer13 adopted the classi-
cal thermodynamic method. This technique consists in mea-
suring the speed of sound at different temperatures and pres-
sures, so as to be able subsequently to deduce numerically
the values of the derived terms (]c/]P)T and (]c/]T)P

which are involved in the equivalent formulation ofB/A:

B/A52rcS ]c

]PD
T

1
2aTc

CP
S ]c

]TD
P

. ~16!

Consequently, this is an approach which attempts to de-
fine all the quantities involved in the above expression on the
basis of ultrasound velocity measurements and of a few ad-
ditional thermodynamic properties~a andCP). This widely
used approach has a wide range of applications but its accu-
racy is reduced to 5%, at best, in the case of liquids. The
evaluation of derived quantities, a source of major uncertain-
ties, explains this situation.

TABLE III. ( ]c/]P)S values for water.

T ~K! 303.15 313.15 323.15 333.15 343.15 353.15 363.15 373.15
P ~MPa! (]c/]P)S (31026 m2 s kg21)

0.1 1.790 1.826 1.866 1.907 1.966 2.006
5 1.802 1.828 1.874 1.908 1.969 1.993 1.997 2.027

10 1.818 1.823 1.866 1.916 1.951 1.988 1.989 1.995
15 1.810 1.822 1.867 1.907 1.946 1.965 1.988 1.990
20 1.809 1.815 1.846 1.898 1.941 1.965 1.975 1.976
30 1.788 1.794 1.828 1.860 1.901 1.939 1.933 1.949
40 1.794 1.789 1.808 1.854 1.885 1.904 1.924 1.936
50 1.796 1.785 1.803 1.833 1.863 1.881 1.882 1.889

TABLE IV. B/A values for water.

T ~K! 303.15 313.15 323.15 333.15 343.15 353.15 363.15 373.15
P ~MPa! B/A

0.1 5.3860.12 5.5460.12 5.6960.13 5.8260.13 5.9860.13 6.0660.13 - -
5 5.4660.12 5.5960.12 5.7660.13 5.8760.13 6.0460.13 6.0760.13 6.0360.13 6.0560.13

10 5.5560.12 5.6260.12 5.7860.13 5.9460.13 6.0360.13 6.1160.13 6.0660.13 6.0160.13
15 5.5760.12 5.6660.12 5.8360.13 5.9660.13 6.0760.13 6.0960.13 6.1160.13 6.0860.13
20 5.6160.12 5.6860.13 5.8160.13 5.9860.13 6.1060.13 6.1460.14 6.1260.13 6.0660.13
30 5.6360.12 5.7060.13 5.8460.13 5.9560.13 6.0760.13 6.1660.14 6.0960.13 6.0860.13
40 5.7360.13 5.7760.13 5.8660.13 6.0260.13 6.1160.13 6.1460.14 6.1660.14 6.1460.14
50 5.8260.13 5.8460.13 5.9360.13 6.0460.13 6.1360.13 6.1660.14 6.1260.13 6.0960.13
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FIG. 3. B/A as a function of pressure
at various temperatures.

FIG. 4. B/A as a function of tempera-
ture at various pressures.

FIG. 5. Representation of theB/A un-
certainty on isothermal curves.
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Our values under pressure have been compared with
those obtained from the work of Hagelberget al.15 dealing
with the combined effects of temperature and pressure. How-
ever the increment adopted by these authors in their numeri-
cal procedure was large~in this particular case 50 MPa!, and
the only pressures common to both domains are 0.1 and 50
MPa. Table V below presents the results of the above authors
~limited of course to the intervals 0.1–50 MPa and 303.15–
353.15 K!, our experimental results forB/A as well as the
deviation ~expressed in %! between these two data sets. It
transpires that these different values are consistent to less
than 3.5% in the case of atmospheric pressure and approxi-
mately 5% in the case in which the effect of pressure is taken
into account. Overall these deviations proved satisfactory,
taking account of the remarks already made regarding the
respective inaccuracies of our measurement technique and of
the classical thermodynamic approach.

VII. CONCLUSION

The measurements we made for water show only a small
scale variation ofB/A as a function of the variations imposed

on theP, T parameters. In such a situation, it is clear that the
accuracy of the determinations is a decisive factor in estab-
lishing the shape of the behavior of this property. In fact, a
lack of accuracy could mask the phenomenon or even lead to
a reversal of its evaluation, which clearly did happen with
the classical thermodynamic method in certain cases, as we
mentioned in our introduction.

Consequently, even if our apparatus, which was de-
signed to investigate the effects of pressure, does not provide
experimental data with less than 2% uncertainty, the gain in
accuracy is nonetheless substantial with respect to the ther-
modynamic model. That is why the experimental contribu-
tion is absolutely essential and justifies the efforts made to
develop the apparatus, all the more so as while data versus
temperature are common in the literature, experimental infor-
mation versus pressure is much less widely documented and
even nonexistent in the case of the nonlinear acoustic param-
eter B/A. In the near future, these initial findings will be
completed with experimental examination of the behavior
under pressure ofB/A in a variety of polar or nonpolar fluids
such as different alcohols, alkanes, and other hydrocarbons.

FIG. 6. Representation of theB/A un-
certainty on isobaric curves.

TABLE V. Comparison of values forB/A with those in the literature.

B/A

T ~K! P ~MPa! Our values Literature AD ~%!

303.15 0.1 5.38 5.32,5 5.2,13 5.23,14 5.2115 1.1 3.4 2.8 3.2

50 5.82 5.6315 3.2

313.15 0.1 5.54 5.48,5 5.4,13 5.35,14 5.4915 1.1 2.5 3.4 0.9

50 5.84 5.6915 2.6

323.15 0.1 5.69 5.65,5 5.57,14 5.5515 0.7 2.1 2.5

50 5.93 5.6915 4.1

333.15 0.1 5.82 5.78,5 5.7,13 5.6115 0.7 2.1 3.6

50 6.04 5.7515 4.8

343.15 0.1 5.98 6.065 1.3

353.15 0.1 6.06 6.0,13 5.7415 1, 5.3

50 6.16 5.8415 5.2
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Refracted arrival waves in a zone of silence
from a finite thickness mixing layer
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Refracted arrival waves which propagate in the zone of silence of a finite thickness mixing layer are
analyzed using geometrical acoustics in two dimensions. Here, two simplifying assumptions are
made:~i! the mean flow field is transversely sheared, and~ii ! the mean velocity and temperature
profiles approach the free-stream conditions exponentially. Under these assumptions, ray trajectories
are analytically solved, and a formula for acoustic pressure amplitude in the far field is derived in
the high-frequency limit. This formula is compared with the existing theory based on a vortex sheet
corresponding to the low-frequency limit. The analysis covers the dependence on the Mach number
as well as on the temperature ratio. The results show that both limits have some qualitative
similarities, but the amplitude in the zone of silence at high frequencies is proportional tov21/2,
while that at low frequencies is proportional tov23/2, v being the angular frequency of the source.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1428265#

PACS numbers: 43.28.Py, 43.28.Ra@MSH#

I. INTRODUCTION

Suppose an acoustic source is located in a slower me-
dium, but adjacent to a faster medium. The slower or faster
medium refers to the medium whose propagation speed is
slower or faster than for the other~see Fig. 1!. In such a case,
there may exist a path arriving at the observer located in the
slower medium which takes shorter time than direct waves;
namely, once the ray arrives at the surface of the faster me-
dium, propagates along it, and departs from it toward the
observer. As the Fermat’s principle indicates, under such a
condition, actual waves propagate along this ray path, re-
ferred to as ‘‘refracted arrival waves,1–3’’ or sometimes as
‘‘head waves,4’’ or ‘‘lateral waves,5’’ etc.

The formula of refracted arrival waves can be derived
using a contour integral when the interface between the two
media can be treated as discontinuous. This case is consid-
ered to be a low-frequency limit in a sense that the acoustic
wavelength is much longer than the thickness of the inter-
face. However, when the acoustic wavelength becomes much
shorter than the thickness of the interface, the low-frequency
formula tends to underpredict the amplitude of refracted ar-
rival waves. Instead, one should rather analyze these waves
based on geometrical acoustics, namely, the high-frequency
limit. Such distinction could be important in jet-noise prob-
lems ~see Fig. 2! as described in this paper.

When a noise source is located right below or even in-
side a mixing layer, there exists a region in which direct
waves from the source cannot reach, referred to as the ‘‘zone
of silence.’’ Instead of direct waves, secondary waves occupy
this region. In two dimensions, these waves are particularly
expressed in the form of general plane waves. These waves
are generated by disturbances of direct waves on the other
side of the mixing layer. The formula of such waves was

derived by Gottlieb1 using a contour integral assuming a vor-
tex sheet; however, the thickness of the mixing layer, in
many realistic cases, can be equivalent to or longer than the
acoustic wavelength of the sound radiated from jets.6 In
other words, the high-frequency sound in the zone of silence
should not be estimated using a discontinuous interface
model.

The purpose of this paper is to clarify the difference
between the low- and high-frequency limits of refracted ar-
rival waves from a transversely sheared mixing layer. By
assuming that the thickness of the mixing layer is finite and
the velocity and temperature profiles approach the uniform
free-stream conditions exponentially, ray trajectories are as-
ymptotically solved. Furthermore, a formula for pressure am-
plitude can be explicitly derived as a far-field asymptote us-
ing the Blokhintzev invariant7 in the high-frequency limit.
Unlike direct waves, refracted arrival waves cannot be de-
rived using a stationary-phase-type method.8 Note that at
high frequencies, instability waves inherent in a mixing layer
do not directly influence the noise radiation. In fact, domi-
nant high-frequency noise sources exist relatively close to
the jet exit in which the vortical disturbance level is rela-
tively low.9 Hence, the solution of refracted arrival waves
from a finite thickness mixing layer should contain the basic
mechanism of the high-frequency sound in the zone of si-
lence for jet-noise problems. This study also indicates that
the amplitude is fairly sensitive to the spreading rate of the
mixing layer in reality.

The comparison between the low- and high-frequency
limits demonstrates that as the frequency increases, the am-
plitude of refracted arrival waves tends to become larger than
the prediction based on a vortex sheet. The key difference is
that as the frequency varies, the low-frequency formula be-
haves as;(vx)23/2, while the high-frequency formula be-
haves as;v21/2a21x23/2. ~Here,v denotes the angular fre-
quency of the source,a denotes the exponential factor of
either the velocity or temperature profile, which only de-

a!Current address: Division of Engineering and Applied Science, California
Institute of Technology, Pasadena, California 91125
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pends on the flow geometry, andx denotes the distance from
the source in the flow direction.! In addition, the dependence
on the Mach number and the temperature ratio as well as the
source location is numerically investigated based on geo-
metrical acoustics, and it is compared with the analytical
expressions. It is observed that the analytical expression ap-
proximates the amplitude fairly well even if the source is
located inside the mixing layer. Through this study, the
sound radiation in the zone of silence at high frequencies can
be understood in the context of jet-noise problems.

The outline of this paper is as follows: After the Intro-
duction, the formulas of refracted arrival waves in the high-
frequency limit are derived, and those in the low-frequency
limit are also revisited. In Sec. III, numerical procedures of
geometrical acoustics are described. Next, the analytical for-
mulas and the numerical results are compared in Sec. IV; the
conclusions are presented in Sec. V.

II. DERIVATION

Consider a two-dimensional, transversely sheared mix-
ing layer. Takex to be the flow direction andy to be the
vertical direction, and setM 2 anda2 to be the free-stream
Mach number and the speed of sound on the lower side, and
M 1 anda1 to be those on the upper side, respectively~see
Fig. 3 for a schematic!. In this paper, the subscript2 denotes
the lower side, and1 the upper side. Assume that the Mach
number and temperature profiles do not change in thex di-
rection, and the mean pressure is constant everywhere~note
that the effects of mixing layer spreading are discussed at the

end of Sec. IV!. Set a monopole~single-frequency! source at
(x,y)5(0,h) without loss of generality. To solve acoustic
fields in transversely sheared flows of this type, the third-
order convective wave equation, called Lilley’s equation,10 is
adequate. The homogeneous equation can be expressed as
follows:

D

Dt FD2P

Dt2
2

]

]xj
S a2

]P

]xj
D G12

]uk

]xj

]

]xk
S a2

]P

]xj
D50, ~1!

whereD/Dt5(]/]t)1u1(]/]x1) andP5g21 log(p/p`), p`

being the constant mean pressure, andg the specific heat
ratio. Furthermore, assume that~1! is nondimensionalized by
taking the vorticity thicknessd to the length scale and the
speed of sound aty52`, a2 , to be the velocity scale;
therefore,ui denotes the local Mach number times the local
speed of sound, anda2 denotes the local temperature. Based
on ~1!, the amplitude of diffracted waves in the zone of si-
lence, referred to as ‘‘refracted arrival waves,’’ is analytically
formulated in both low-and high-frequency limits in this sec-
tion.

A. High-frequency limit „finite thickness model …

When the acoustic wavelength is much shorter than the
characteristic length scale of the medium, in the present case
the vorticity thickness, one can assume the high-frequency
limit and apply geometrical acoustics.4,7Assume the acoustic
pressure fluctuation to be the following form:

P~ t,x!5e2 ivtP~x!exp@ ivf~x!#. ~2!

Substitute~2! into ~1!, and asymptotically expand it with
respect tov. By taking the leading terms ofv, one can
obtain the eikonal equation

~12ujf j !
22a2f j

250, ~3!

where f i[]f/]xi , which corresponds to the local wave-
number vector. By using the method of characteristics,4 one
can reduce~3! to the following O.D.E. system:

dxi

dt
5

a2

12ukfk
f i1ui , ~4!

FIG. 1. Schematic of the paths of a refracted wave and a direct wave.

FIG. 2. Schematic of the noise from a jet.

FIG. 3. Schematic of the coordinate system of a two-dimensional mixing
layer.
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df i

dt
52

]uk

]xi
fk2

12ukfk

2a2

]a2

]xi
, ~5!

df

dt
51. ~6!

Notice that the phasef has the same units~actually same
scale! as time. Likewise, by taking the second-highest terms
of v, one can derive the first-order transport equation

2uj Pj~12ukfk!12a2Pjf j1
2a2Pf jfk

12ulf l

]uk

]xj

2PF3S ujukf jk1f juk

]uj

]xk
D2a2f j j G

1PFf j

]a2

]xj
2

f j
2uk

12ulf l

]a2

]xk
2

2a2f jukf jk

12ulf l
G50. ~7!

Here, againPi[]P/]xi . To simplify ~7!, use the following
relation obtained by differentiating~3! by D/Dt:

2S ujukf jk1f juk

]uj

]xk
D2

2a2f jfk

12ulf l

]uk

]xj

2Ff j

]a2

]xj
2

f j
2uk

12ulf l

]a2

]xk
1

2a4f jfkf jk

~12ukfk!
2 G50. ~8!

Substituting~8! into ~7!, using ~4!, and assuming the mean
pressure is constant everywhere~hence, (1/r)(Dr/Dt)
1(1/a2)(Da2/Dt)50), ~7! can be simplified as follows:

]

]xj
F P2

12ukfk

dxj

dt G50. ~9!

Hence, the quantity called the ‘‘Blokhintzev invariant’’7 is
conserved along ray tubes

P2S

12ukfk
Udx

dtU5Const., ~10!

whereS denotes the cross section of the ray tube normal to
the ray direction. In the denominator, the mean pressure,
which is assumed to be constant, disappears compared with
the general expression of the Blokhintzev invariant. This ex-
pression will be used later to calculate the amplitude of re-
fracted arrival waves.

Now, when the mean velocity and temperature profiles
are purely transversely sheared, the O.D.E. system~4!–~6!
can be simplified:dfx /dt50 in ~5!. In other words,fx is
constant along the ray. Accordingly, they can be rewritten as
follows:

dx

dt
5

a2~y!

12M ~y!fx
fx1M ~y!, ~11!

dy

dt
5

a2~y!

12M ~y!fx
fy , ~12!

dfx

dt
50, ~13!

dfy

dt
52

dM

dy
fx2

12M ~y!fx

2a2~y!

da2

dy
, ~14!

df

dt
51. ~15!

Again, M (y) denotes the velocity profile~not the Mach
number! whose reference speed isa25a(2`).

For convenience, consider the case in whichfx.0, and
dfy /dt>0 along the ray in~14!, such as rays propagating
downstream above a hot jet. Among these rays, if the initial
grazing angleu is lower than a certain threshold value (u
,u!, whereu! will be defined later!, this ray propagates
into the lower side and never appears on the upper side,
called a ‘‘transmitted wave’’ in this paper~see Fig. 4!. In
contrast, ifu.u!, this ray propagates on the upper side. In
particular, when the rays whose grazing angles are only
slightly higher than this threshold, they appear as refracted
arrival waves departing from the mixing layer to the upper
side at nearly the same angles. The ray whose initial grazing
angle is exactlyu5u! is called a ‘‘limiting ray.’’ As Fig. 4
shows, the turning points of the refracted arrival rays, at
which the rays become parallel to the mixing layer, are fairly
close to the lower free-stream region when the rays are
propagating far downstream. Accordingly, these rays propa-
gate horizontally just beneath the mixing layer for long dis-
tances. To solve these ray trajectories, assume that the veloc-
ity and temperature profiles approach the lower free-stream
conditions exponentially. In other words, the velocity and the
temperature profiles near the turning points can be approxi-
mated by

M ~y!5M 22DMea1y, ~16!

a2~y!512Da2ea2y, ~17!

as y→2`, wherea1 ,a2.0, andDM and Da2 are some
constants determined from the flow field. In many real physi-
cal flows, a1 and a2 can be common near the free-stream

FIG. 4. Ray trajectories from a point source above a mixing layer. The
source is located at (x,y)5(0,2), the temperature is constant everywhere,
and the velocity profile is given byM (y)50.8@12tanh(2y)#/2 shown on the
left-hand side. The dashed lines are drawn every 3° in all directions, and the
solid lines are drawn by the interval of 0.3° near the limiting ray.
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region ~e.g., the Crocco–Busemann relation:T'2u1
2/Cp

1C1u11C2 , whereC1 and C2 are constants!. Hence, set
a15a25a. If a1Þa2 , just retain the term whosea is
smaller. This model should cover realistic flows; however, if
the profiles do not follow the formulas~16! and~17!, exten-
sion of the present method is required, such as curve fitting.
Nonetheless, the proportionality of the frequency and the dis-
tance from the source should show similar features as dis-
cussed at the end of this section. Substitute~16! and~17! into
the O.D.E. system~11!–~15!, and take the leading-order
terms assumingDMeay and Da2eay to be small. Conse-
quently, one can simplify them as follows:

dx

dt
'

1

12M 2fx
fx1M 2 , ~18!

dy

dt
'

1

12M 2fx
fy , ~19!

dfx

dt
50, ~20!

dfy

dt
'FfxDM1

~12M 2fx!Da2

2 Gaeay, ~21!

df

dt
51. ~22!

Notice that at the leading order,dx/dt becomes constant
from ~18!. Differentiating~19! with respect tot, and substi-
tuting ~21! into it, yields

d2y

dt2
'

1

12M 2fx

dfy

dt
'F fxDM

12M 2fx
1

Da2

2 Gaeay

[aAeay, ~23!

whereA[ fxDM /(12M 2fx)1(Da2/2), which is constant
and assumed to be non-negative along the ray. Redefiningz
[eay and substituting it into~23!, one can obtain the follow-
ing O.D.E.:

z
d2z

dt2
2S dz

dt D
2

2a2Az350. ~24!

To reduce~24! to an integrable form, convert the variables
by setting c0[z and c1[ ż. After calculatingdc1 /dc0 ,
~24! yields

dż2

dz
5

2ż2

z
12a2Az2. ~25!

From ~25!, the general solution can be obtained as

ż252a2Az2~z6b2!. ~26!

Here,b is an arbitrary constant~defined to bebP@0,̀ ) here
for convenience! always satisfyingz6b2>0. When one
takes the plus sign in~26!, it corresponds to a ray of a trans-
mitted wave. In contrast, with the minus sign,z5b2 at a
certain point, corresponding to a ray of a refracted arrival
wave. This point is actually the turning point, which can be
expressed as

y* 5
2

a
logb. ~27!

In this paper, the superscript * denotes the quantity at the
turning point. Note that ifb50 in ~26!, it corresponds to the
limiting ray.

First, to solve the ray trajectories of refracted arrival
waves, take the minus sign in~26!, convert the variable by
setting A(z2b2)[b tanq (0<q,p/2), and integrate it.
After some calculation, it yields

q56Aa2b2A

2
~ t2t* !. ~28!

Here, t* denotes the time when the ray passes through the
turning point. Equation~28! indicates that the trajectory is
symmetric about the turning point. Rewriting~18! and ~28!
in the physical domain, one can obtain the ray trajectory near
the turning point as follows:

x2x* 'B~ t2t* !, ~29!

y'
2

a
log

b

cos@Aa2b2A/2~ t2t* !#
. ~30!

where B5@M 21(12M 2
2 )fx#/(12M 2fx). Combining

~29! and ~30!, it can be rewritten by

y'
2

a
log

b

cos@bC~x2x* !#
, ~31!

where C5Aa2A/2B2. This equation will be used later to
derive the amplitude of refracted arrival waves.

Second, a special solution, the limiting ray, can be ob-
tained by settingb50 in ~26!. By directly integrating~26!,
one can obtain

y'
2

a
log

1

Aa2A/2~ t2t0!
'

2

a
log

1

C~x2x0!
. ~32!

Here,x0 denotes a certain reference point.
Finally, to solve the rays of transmitted waves, take the

plus sign in~26!, and setz5b2 tan2 q (0<q,p/2). After
integrating the equation, one can obtain

y'
1

a
log

b2~12cos2 q!

cos2 q
'

2

a
log

b

sinh@bC~x2x0!#
.

~33!

Next, consider the trajectory of the turning points for
refracted arrival waves propagating far downstream~see Fig.
5!. The initial grazing angles of these rays are slightly higher
than the angle of the limiting ray; hence, the locations where
these rays enter the mixing layer are approximately the same.
Here, these locations are called the ‘‘incident points,’’ de-
noted byxin in this paper. On the other hand, due to the slight
difference of the initial angles, the distances from the inci-
dent points to the turning points are quite different; accord-
ingly, the locations at which the rays depart from the mixing
layer are also different. These locations are called the ‘‘de-
parting points,’’ denoted byxout. Recalling the ray trajecto-
ries are symmetric about the turning points from~28!, the
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distance from the incident point to the departing point is
twice that to the turning point. Now, for the rays propagating
far downstream, typicallyuay* u becomes a relatively large
value; hence,b5eay* /2 tends to be a fairly small value. For
example, whenay* 525, b50.0821. On the other hand,
near the incident point,yin'0; accordingly,b/cos@bC(x*
2xin)#'1 from ~31!. Therefore, sinceubu!1, ucos@bC(x*
2xin)#u!1 must be satisfied; namely

bCux* 2xinu'
p

2
. ~34!

Hence, using~27! the trajectory of the turning point can be
approximated by

y* '
2

a
log

p

2C~x* 2xin!
. ~35!

Now, the pressure amplitude of refracted arrival waves
is derived using the Blokhintzev invariant~10!. By calculat-
ing the departing points of adjacent rays, the amplitude can
be approximately solved. First, using~35!, calculate the turn-
ing points of adjacent rays. Knowing thatC is a function of
fx , differentiate~35! as follows:

Fa~x* 2xin!

2
dy* 1dx* Geay* /2'2

p

2C2

dC

dfx
dfx . ~36!

On the other hand, the relation betweeny* and fx can be
obtained from the eikonal equation~3!. Knowing that fy

50 gives the turning point, differentiate~3! and simplify it
as follows:

~12M 2fx!aAeay* dy* 2Bdfx50. ~37!

Furthermore, from~3!, fx for the limiting ray is given by

fx
!5

1

11M 2
. ~38!

Here, the superscript! denotes the quantity of the limiting
ray. Substituting~35! and ~37! into ~36! yields

F B

2~12M 2fx
!!A

1
p2

4C3

dC

dfx
~x* 2xin!22Gdfx

1
p2

4C2
~x* 2xin!23dx* '0. ~39!

Here, the second term in@ # becomes negligible far down-
stream~asux* 2xinu→`). Thus, the intensity is proportional
to

I;
dfx

dx*
'2

p2~12M 2fx
!!A

2BC2~x* 2xin!3
52

p2

a2
~x* 2xin!23.

~40!

On the other hand, near the source the cross-section area
can be calculated from the difference of the initial grazing
angles. From~11! and ~12!, calculate the change of the ray
path with respect tofx near the source

]

]fx
S dx

dt D
s

5
1

n̄s
2

, ~41!

]

]fx
S dy

dt D
s

5
fx

n̄s
2An̄s

22fx
2

, ~42!

where the quantities with the subscripts are evaluated at the
source point, andn̄[(12Mfx)/a. As seen later,n̄ behaves
as a refraction index. Now, to apply the ray tube theory using
~10!, it is convenient to calculate the following quantity:

U dx/dt
12M ~y!fx

dS
dfx

U
s

5

US dx
dt ,

dy
dt D3 S ]

]fx
S dx
dt D ,

]
]fx

S dy
dt D DdtU

s

12Msfx

5
dt

asn̄s
3An̄s

22fx
2

. ~43!

The distance from the sourcedr and the timedt is related as

S dr

dt D
s

5AS dx

dt D
s

2

1S dy

dt D
s

2

5asF S 11
Ms

2

as
2 D 12

Msfx

asn̄s
G 1/2

.

~44!

Likewise, calculate the same quantity at the departing point

U dx/dt

12M ~y!fx

dS

dfx
U

out

5

US dx

dt
,
dy

dt D
1

3S dxout

dfx
,0DU

12M 1fx

5
An̄1

!2
2fx

!2

n̄1
!2

dxout

dfx
. ~45!

Here,~45! is evaluated in the uniform region right above the
mixing layer. Remember that in the upper free-stream region,
the rays are almost parallel, and refracted arrival waves
propagate in the form of general plane waves.

Now, the solution close to a monopole source can be
written as

FIG. 5. Example of ray trajectories of refracted arrival waves. The velocity
profile is depicted on the left-hand side (M (y)50.8@12tanh(2y)#/2), and
the temperature is constant everywhere. The source is located at (x,y)
5(0,2) ~same as Fig. 4!. The initial angles of the rays are256.25–
255.25° with the interval of 0.05°. Solid dots denote the turning points.
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Ps~r !5
1

2A2p

expF iS 2
Ms

as
cosu1A12

Ms
2

as
2

sin2 u

12 ~Ms
2/as

2!

vr

as
2

3

4
pD G

v1/2r 1/2as
3/2S 12

Ms
2

as
2

sin2 usD 1/4 , ~46!

where x5r cosu and y5r sinu. In particular, the initial
grazing angle for refracted arrival wavesus

! is given by

tanus
![

S dy

dt D
s

S dx

dt D
s

52
An̄s

!2
2fx

!2

S 12
Ms

2

as
2 D fx

!1
Ms

as
2

, ~47!

wherefx
! is approximated by~38!. The expression~46! can

be obtained from~A11! ~shown later! by assuming that the
flow field near the source is uniform, and taking the limit of
a far-field asymptote,vr→`. Combining ~40! and ~43!–
~46!, the amplitude of refracted arrival waves from a finite
thickness mixing layer is approximated by

uP1~v,x,y!u'uPs~dr !u

AU dx/dt

12Mfx
!

dS

dfx
U

s

AU dx/dt

12Mfx
!

dS

dfx
U

out

5

U1

2

dfx

dx*
U1/2S dt

dr
D

s

1/2

2A2pv1/2as
3/2S 12

Ms
2

as
2

sin2us
!D 1/4

3
n̄1

as
1/2n̄s

!3/2A4 n̄s
!2

2fx
!2 A4 n̄1

!2
2fx

!2

5
A2p

2v1/2a

n̄1
!

as
2n̄s

!3/2Ausinus
!u A4 n̄1

!2
2fx

!2

3
1

F S 11
Ms

2

as
2 D 12

Msfx
!

asn̄s
! G 1/4

X3/2

, ~48!

whereX[x2(An̄s
!2

2fx
!2

/fx
!)y. Here, since the ray trajec-

tory is symmetric about the turning point, it is assumed that
2ux* 2xinu5uxout2xinu. Note when the source is at a large
distance from the mixing layer (h*1), the correction for the
distance from the source to the incident point needs to be
included@see Eq.~59! shown later#. On the other hand, when
the source approaches the lower free-stream region, e.g.,

h&21, the corresponding incident points are no longer iden-
tical for the rays of refracted arrival waves, and the approxi-
mation fails. This expression~48! will be compared with the
expressions based on a vortex sheet as well as the numerical
results.

B. Low-frequency limit „vortex sheet model …

When the acoustic wavelength is much longer than the
vorticity thickness, a vortex sheet can be used, which corre-
sponds to the low frequency limit. Refracted arrival waves of
this type have been reported in several studies.1–3 In this
section, the resultant formulas of refracted arrival waves in
the low-frequency limit are shown in two cases~the source is
located above and below the vortex sheet!. For their deriva-
tion, please refer to the Appendix.

When the source is located above the mixing layer (h
.0), the absolute value of pressure amplitude yields

uP1~v,x,y!u'
1

A2pv3/2

n̄1
!2

a1
2 n̄2

!2
~ n̄1

!2
2fx

!2
!X3/2

. ~49!

Here the notation is the same as~48!, and this expression is
valid only in the zone of silence on the upper side. Likewise,
when the source is located below the mixing layer (h,0)

uP1~v,x,y!u'
1

A2pv3/2

n̄1
!4

n̄2
!4

~ n̄1
!2

2fx
!2

!X3/2
. ~50!

Note that the expression~50! gives larger amplitude than the
expression~49!, as shown later. Here, one can see that the
decay rate of~49! or ~50! for a vortex sheet and that of~48!
for a finite thickness mixing layer are common (X23/25@x

2A(n̄1
!2

2fx
!2

)y/fx
!#23/2). However, their coefficients are

different. It is important to notice that as the frequency var-
ies, ~49! and ~50! are proportional to;v23/2, while ~48! is
proportional to;v21/2 with a fixeda. In other words, as the
frequency increases with the flow geometry fixed, the ampli-
tude is guaranteed to exceed the prediction based on the vor-
tex sheet model. This proportionality is still valid for the
finite thickness mixing layer with the velocity and tempera-
ture profiles other than;eay. Remember that the ray trajec-
tories are independent of the source frequency so long as the
frequency is considered high enough; hence, the only part in
which the frequency dependence appears is the amplitude
expression near the source~46!. These theoretical expres-
sions~48!, ~49!, and ~50!, are compared with the numerical
results in Sec. IV later.
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III. NUMERICAL SIMULATION

To compare the analytical formulas with more accurate
solutions, pressure amplitude of refracted arrival waves is
numerically solved based on geometrical acoustics. The pro-
cedures are to simply integrate the eikonal equation and to
apply the ray-tube theory, which are described in this section.

To solve ray trajectories, the O.D.E. system of the eiko-
nal equation,~11!–~15!, was numerically integrated using the
standard fourth-order Runge–Kutta scheme. The initial con-
ditions are as follows:

x~0!50, ~51!

y~0!5h, ~52!

fx~0!5
cosu i

as1Ms cosu i
, ~53!

fy~0!5
sinu i

as1Ms cosu i
, ~54!

f~0!50, ~55!

where the initial grazing angleus is given by tanus

[as sinui /(Ms1ascosui). For simplicity, the velocity profile
was set to be

M ~y!5
M 2

2
@12tanh~2y!# ~M 2.0!. ~56!

This formula providesM (y)→M 22M 2e4y as y→2`,
which is consistent with~16! (M 150., DM5M 2 , and a
54.). In addition, this velocity profile yields the vorticity
thickness ofd[DM /(dM/dy)max51. Similarly, the tem-
perature profile was set to be

a2~y!5
12a1

2

2
@12tanh~2y!#1a1

2 . ~57!

It also yields a2(y)→12(12a1
2 )e4y as y→2`. If a1

2

,1, the flow corresponds to a hot jet, while ifa1
2 .1, it

corresponds to a cold jet.@In this case,M 2 must be reason-
ably large so thatA is always non-negative. See Eq.~23!.#

Once the ray trajectories were computed, the
Blokhintzev invariant~10! was used to obtain pressure am-
plitude by calculating cross sections between adjacent rays.
Defining (xn ,yn) to be a certain grid point of thenth ray, the
infinitesimal cross section of thenth ray was computed by
the following midpoint rule:

dSn'
U~xn112xn21 ,yn112yn21!3 S dx

dt ,
dy
dt D

n
U

2AS dx
dt D

n

2

1 S dy
dt D

n

2
, ~58!

wheredx/dt anddy/dt were given by~11! and~12!, respec-
tively. A total of 100 rays was issued with the interval of
Du i50.005° from the angle of the limiting ray. The time
step was taken to bedt50.025 (3d/a2). The ratio of the
infinitesimal cross section at the grid closest from the source
to that at the grid right abovey52 ~almost uniform flow!
was used to calculate amplitude. In addition, the amplitude
near the source point was calculated using~46!, which is

consistent with the analytic expression. Thus, pressure am-
plitude of refracted arrival waves was numerically calculated
based on the ray-tube theory.

IV. RESULTS AND DISCUSSION

A. Turning point trajectory

First, to observe the accuracy of the analytical expres-
sion, turning-point trajectories were calculated using both
analytical expression~35! and numerical integration~11!–
~15!, and the results are compared. Here, the incident loca-
tions in ~35! were approximated by the following form:

xin52
h

tanus
!

, ~59!

whereus
!P@2p/2,0) is defined by~47!.

Figure 6 represents the dependence of the turning-point
trajectories on the source location. It shows that as the source
location becomes lower~closer to the higher velocity side!,
the trajectories shift downward. Whenh>20.5, the theoret-
ical predictions agree with the numerical solutions fairly
well. But, when the source location approaches the lower
free-stream (h521. case!, the theoretical prediction devi-
ates far lower than the numerical solution. Remember that
the formula~35! assumes the incident points of the rays to be
identical; hence, when the source approaches the lower free-
stream region, this expression tends to fail. Nonetheless, the
analytical expression approximates the ray trajectories fairly
well when the source is above or close to the center line of
the mixing layer.

Figure 7 represents the dependence of the ray trajecto-
ries on the lower free-stream velocity.~Although M 2 actu-
ally yields the Mach number of the lower free-stream, the
term ‘‘free-stream velocity’’ is used instead of ‘‘free-stream
Mach number’’ to emphasize thatM (y) denotes the velocity
normalized bya2 as opposed to the local Mach number.!
This figure indicates that the analytical expression covers a

FIG. 6. Turning-point trajectories for different source locations. The lower
free-stream velocity isM 250.8, and the temperature is constant every-
where. Symbols were computed by numerical integration:s, h52; h, h
51; n, h50; *, h520.5; and1, h521. Lines were calculated using
~35! corresponding toh52, 1, 0,20.5, and21 from the top.

722 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Takao Suzuki and Sanjiva Lele: Refracted arrival waves



wide velocity range. Thus, one can expect that the analytic
expression provides a good approximation to the ray trajec-
tories as long as the source is above or close to the center
line of the mixing layer.

B. Pressure amplitude distribution

To validate the analytical expression for various lower
free-stream velocities and source locations, pressure ampli-
tude of refracted arrival waves was calculated using~48!, and
it is compared with the numerical integration using~10! and
~11!–~15!.

Figures 8~a!–~c! represent the amplitude profiles in thex
direction for different lower free-stream velocities and
source locations. As seen in Fig. 7, the theoretical predictions
and the numerical results agree very well when the source is
h>20.5. Hence, one can expect that this expression can be
used to estimate the noise generated inside the mixing layer
and propagating in the zone of silence. Since the analytical
formula ~48! assumes a far-field asymptote, the theory and
the numerical result agree better asX increases in all cases.
Each figure shows that as the source approaches the lower
free stream (h decreases!, the amplitude increases; in par-
ticular, when the source is belowy50, the amplitude seems
to be fairly sensitive to the source location. This series of
figures also indicates that the noise from nearly the lower
free stream tends to be strongly amplified as the velocity
increases.

C. Comparison between the finite thickness mixing
layer model and the vortex sheet model

Next, two analytical models, the finite thickness mixing
layer and the vortex sheet models, are compared. Remember
that the finite thickness mixing layer model~48! corresponds
to the high-frequency limit, while the vortex sheet models
~49! and~50!, correspond to the low-frequency limit. Figures
9~a!–~c! represent the comparison of these models at differ-

ent lower free-stream velocities. Both models show that the
amplitude increases as the source approaches the lower free
stream. Moreover, all these cases show that as the frequency
increases, the amplitude of the finite thickness model ex-
ceeds that of both vortex sheet models, as mentioned before.

FIG. 7. Turning-point trajectories for different lower free-stream velocities.
The source location ish52, and the temperature is constant everywhere.
Symbols were computed by numerical integration:,, M 250.3; s, M 2

50.8; andL, M 251.5. Lines were calculated using~35! corresponding to
M 250.3, 0.8, and 1.5 from the top. Two cases (M 250.8 and 1.5! almost
overlap.

FIG. 8. Comparison of pressure amplitude between the finite thickness mix-
ing layer model and the numerical integration. The amplitudes aty52 are
plotted. The lower free-stream velocity is~a! M 250.3; ~b! M 250.8; and
~c! M 251.5. The temperature is constant everywhere. Symbols were com-
puted by numerical integration:s, h52; n, h50; and *, h520.5. Lines
were calculated using~48! corresponding toh52, 0, and 0.5 from the
bottom.
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This tendency is particularly striking in lower subsonic
flows. Figure 9~a! clearly demonstrates that the vortex sheet
model far underestimates the amplitude of refracted arrival
waves in a wide range on the higher-frequency side. Remem-
ber that as the frequency increases, the finite thickness model
decays as;v21/2, while the vortex sheet model as;v23/2.

Figures 10~a! and ~b! show the comparison of these
models at different speeds of sound. Here,~a! represents a
hot jet and~b! a cold jet, and the constant temperature case
corresponds to Fig. 9~a!. They show that in the vortex sheet
model, the temperature variation hardly affects the pressure
amplitude. In contrast, in the finite thickness model, the am-
plitude strongly increases as the source approaches the lower
free stream in cold jets; however, it barely changes in hot
jets. Notice that due to the definition of the source term
(P̂91@ns

22k2#P̂;d(y2h)/as
2 , refers to~A1! shown in the

Appendix!, the amplitude may even decrease as the source
approaches the core of hot jets though the distance between
the adjacent rays become narrower. These tendencies will be
summarized in the next figures.

Finally, to observe the dependence on the lower free-
stream velocity and the speed of sound, the amplitude of

refracted arrival waves was mapped onto theM 2 and a1

plane. Figures 11~a!–~c! represent the pressure amplitude
contours calculated by the finite thickness model~48!. The
regions where contour lines are missing~the left top corner!
indicate that refracted arrival waves do not or barely exist

under such conditions:n̄s
!2

2fx
!2

approaches zero in~48!.
Hence, there are no rays which initially propagate downward
and get refracted upward. This series of figures demonstrates
the features observed in Figs. 8~a!–~c!: As the source ap-
proaches the lower free stream, the amplitude tends to in-
crease over the whole range; particularly, this tendency be-
comes striking when the source is below the center line of
the mixing layer (h<20.5). Figure 11 also reveals that the
amplitude becomes more sensitive to the lower free-stream
velocity ash decreases. They also show that as the jet be-
comes hotter (a1 decreases!, the amplitude increases in the
supersonic range (M 2>1) in all cases. On the other hand, in
low subsonic flows the amplitude becomes fairly large when
the jet becomes colder (a1 increases!. In this region, the
critical angleus

! defined by~47! becomes considerably shal-
low so that wide angles of the rays are captured within the
mixing layer, and the distinction between direct waves and
refracted arrival waves becomes ambiguous.

For reference, Fig. 12 represents the amplitude contours
calculated using the vortex sheet models for the source~a!
above and~b! below the mixing layer, respectively. Note that
the direct comparison of the magnitude between Figs. 11 and
12 may not be meaningful, since the amplitude ratio between
them depends on the ratio ofa/v. Figures 11~b! and 12~a! as
well as Figs. 11~c! and 12~b! show some qualitative similari-
ties. However, when the source is below the mixing layer,
the vortex sheet model indicates that the amplitude substan-
tially increases as the velocity increases.

It is important to notice that the solution for refracted

FIG. 9. Comparison between the finite thickness mixing layer model and the
vortex sheet models in different lower free-stream velocities. The pressure
amplitudes above the mixing layer are plotted. The lower free-stream veloc-
ity is ~a! M 250.3; ~b! M 250.8, and~c! M 251.5. The temperature is
constant, andX520. Lines represent as follows: , finite thickness
model ~48! with h52; - - -, that with h50; 2••2, vortex sheet model
with the source above the mixing layer~49!; and 2•2, the source below
the mixing layer~50!.

FIG. 10. Comparison between the finite thickness mixing layer model and
the vortex sheet models in different speeds of sound. The speed of sound on
the upper side is~a! a150.7 and~b! a151.2. The lower free-stream ve-
locity is M 250.3. The rest of the conditions and notations are the same as
Fig. 9.
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arrival waves belongs to the same family as Mach wave-type
sound.11 From a one-dimensional point of view, namely the
linear analysis based on~A1!, this family satisfies the bound-
ary conditions of exponential decay toward the lower side
~high speed! and oscillation toward the upper side~low
speed!, and changes its nature at the turning point. In this
sense, refracted arrival waves from a finite thickness mixing

layer have a similar feature of Mach waves studied in some
previous works.11–13 However, it is worthwhile to observe
that supersonic phase velocity can be obtained not only by
sources supersonically convected: Waves issued from an up-
stream source and refracted near the lower free stream have
phase velocity ofu21a2 ~whereu2 denotes the jet veloc-
ity!; hence, they can propagate in the zone of silence al-
though the intensity of refracted arrival waves tends to be
fairly small, as Figs. 11 and 12 indicate.

It should also be emphasized that the present analysis is
based on a parallel mixing layer. Of course, when the jet is
spreading,14 the turning points shift closer to the core; as a
result, refracted arrival waves become ‘‘more like direct
waves’’ and their amplitude is enhanced~refer to Ref. 15 for
calculation in a more realistic flow geometry!. Hence, the
high-frequency sound in the zone of silence measured in ex-
periments might be caused mainly by direct waves from the
end of the potential core.6 To estimate the mixing layer
spreading effect on the sound radiation field, the pressure
amplitude was numerically calculated at different spreading
rates. The velocity profile was set to be

M ~x,y!5
M 2

2 F12tanhS 2y

11d8x
D G , ~60!

FIG. 11. Pressure amplitude contours in the plane of the lower free-stream
velocity and the speed of sound based on the finite thickness mixing layer
model. The pressure amplitudes of the finite thickness model~48! are
shown.v/2p54 andX520. The source is set to be~a! h52; ~b! h50;
and ~c! h520.5. The thicker dashed line denotes the isoenthalpy line.

FIG. 12. Pressure amplitude contours in the plane of the lower free-stream
velocity and the speed of sound based on the vortex sheet model. The
conditions and notations are the same as Fig. 11. The source location is~a!
above the mixing layer~49!, and~b! below the mixing layer~50!.

725J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Takao Suzuki and Sanjiva Lele: Refracted arrival waves



where the free-stream velocity was set to beM 250.8 and
the temperature to be constant everywhere. Here, the source
was placed at the origin. The results are plotted in Fig. 13
and compared with the parallel mixing layer model at high
frequencies. Figure 13 clearly shows that evend850.1 of the
spreading rate yields several times as large pressure ampli-
tude as that in the parallel mixing layer case. Note that pre-
vious experimental and numerical studies~summarized in
Ref. 16! have indicated that the spreading rate can be up to
d8;0.2 as the jet Mach number decreases. Therefore, to
compare these theoretical expressions with actual experi-
ments, one needs the information about the mean flow as
well as rigorous source models and their distribution.

Furthermore, in terms of the frequency range, the most
unstable mode of instability waves is likely to be somewhere
in between the low- and high-frequency limits. The high-
frequency formula derived here focuses on noise due to
rather finer scale turbulence. As observed by experiments,9

the high-frequency component of the jet noise is mainly gen-
erated near the nozzle lip, in which large-scale vortical dis-
turbances have not yet significantly grown. In addition, a
numerical study by Suzuki17 shows that this high-frequency
formula for refracted arrival waves is applicable when the
ratio of the acoustic wavelength to the vorticity thickness
becomes unity or less. Therefore, the analysis in this study is
expected to be useful for noise generated near the jet exit.
However, once instability waves have developed into large-
scale vortical structures downstream, such as at the end of
the potential core, the current analysis would no longer be
valid. Other issues associated with jet noise, such as the mul-
tipole and moving sources, are also discussed in Ref. 17.

V. CONCLUSION

Through this study, refracted arrival waves propagating
in the zone of silence are formulated in the high-frequency
limit and compared with the formula in the low-frequency

limit. These formulas show that the amplitude at high fre-
quencies is proportional tov21/2, while that at low frequen-
cies is proportional tov23/2, v being the source angular
frequency. This indicates that the existing low-frequency
formula,2,3 namely the vortex sheet model, tends to underes-
timate the sound-pressure level in the zone of silence as the
frequency increases. It also implies that the previous high-
frequency theory8 ignoring refracted arrival waves does not
correctly represent the sound radiation pattern in the zone of
silence.

This high-frequency formula of refracted arrival waves
has significant implications for the application to jet noise. In
most previous studies, general plane-wave-type radiation has
been considered only for supersonic jet flows~referred to as
Mach waves!. However, this study indicates that even in sub-
sonic mixing layers, general plane-wave-type sound can
theoretically propagate in the zone of silence. In particular,
this formula is expected to be applicable to the high-
frequency noise mainly generated near the nozzle lip of the
jet exit. Therefore, it should be used to estimate the sound-
pressure level in the zone of silence at high frequencies.
However, at present the existence of such waves in real flows
is uncertain, and as noted below, some extensions of the
present theory are required for quantitative prediction.

For example, one may need to more rigorously analyze
some additional effects of real flows: As the mixing layer
spreads, more rays are trapped inside of it and the distinction
between refracted arrival waves and direct waves becomes
ambiguous. In fact, this study shows that a slight increase in
the spreading rate of the mixing layer drastically enhances
the amplitude of refracted arrival waves. Other examples
which are not studied here are effects of unsteady flow dis-
turbances, source models for turbulent mixing noise, and so
on. Nonetheless, it is important to note this study demon-
strates that sound radiation pattern in the zone of silence is
fundamentally different from the region in which direct
waves propagate and the amplitude of refracted arrival waves
is different several times over between the low- and high-
frequency limits.

ACKNOWLEDGMENTS

The authors would like to thank Professor Brian J.
Cantwell and Professor Joseph B. Keller for many useful
suggestions. We gratefully acknowledge the financial support
by NASA Ames Research Center~Grant No. NAG 2-1373!.

APPENDIX: Derivation for the low-frequency limit

To rederive the formulas of refracted arrival waves in
the low-frequency limit, derivative matching4 is used here.
First, take a Fourier transform of~1! in time and the flow
direction, and set a delta function aty5h,

]

]y
S a2

]P̂

]y
D 1

2k
]M

]y

v2kM
S a2

]P̂

]y
D 1@~v2kM!22a2k2#P̂

5d~y2h!, ~A1!

where

FIG. 13. Comparison of pressure amplitude profile of different spreading
rates. The lower free-stream velocity isM 250.8, the source location ish
50, and the temperature is constant everywhere. Symbols were computed
by numerical integration:s, d850; h, d850.05; *, d850.10; and1,
d850.20. A solid line was calculated using the finite thickness mixing layer
model ~48!.
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P̂~v,k,y!5
1

~2p!2E2`

` E
2`

`

P~ t,x,y!ei (vt2kx)dt dx.

~A2!

When the wavelength is much longer than the vorticity thick-
ness, the third term of~A1! becomes much smaller than the
first two terms. Therefore, in the low-frequency limit~A1!
can be approximated by

]

]y F a2~y!

~v2kM~y!!2

]P̂

]y G'
d~y2h!

~v2kM~y!!2
. ~A3!

Hence, the quantity@a2(y)/(v2kM(y))2#]P̂/]y is con-
stant across the vortex sheet. Subsequently, assuming
u]P̂/]y u is finite, it can be shown thatP̂ is continuous
across the vortex sheet. Although the pressure itself is con-
tinuous across the vortex sheet, the first derivative has a dis-
continuity. Thus, the jump conditions across the vortex sheet
become

P̂1~y501!5P̂2~y502!, ~A4!

1

n1
2

]P̂1

]y U
y501

5
1

n2
2

]P̂2

]y
U

y502

, ~A5!

wheren6[(v2kM6)/a6 , which is equivalent tovn̄6 @ n̄
is defined after~41! and ~42!#. Likewise,k is equal tovfx

used in the high-frequency limit.
To derive the formulas for refracted arrival waves, first

put the source above the vortex sheet (h.0). In the trans-
verse direction, incident and reflected waves propagate on
the upper side, and transmitted waves on the lower side.
Knowing that the second term of~A1! vanishes in the uni-
form flow region, the forms of the solution on the upper and
lower sides can be expressed as follows:

P̂15
e2 iAn1

2
2k2(y2h)

i2a1
2 An1

2 2k2
1Cre

iAn1
2

2k2y, ~A6!

P̂25Cte
2 iAn2

2
2k2 y. ~A7!

Here, Cr and Ct (PC) are the reflection and transmission
coefficients, respectively. Note that the ‘‘resonance
mode’’3,18 is not taken into account here for simplicity. Sub-
stituting ~A6! and ~A7! into ~A4! and ~A5!, transmitted
waves can be obtained as follows:

P̂25
eiAn1

2
2k2he2 iAn2

2
2k2y

ia1
2 n1

2 S An1
2 2k2

n1
2

1
An2

2 2k2

n2
2 D . ~A8!

By taking an inverse Fourier transform of~A8!, the two-
dimensional formula can be derived as

P2~v,r ,u!5
1

2p i E2`

1`eiAn1
2

2k2hei (k cosu2An2
2

2k2 sin u)r

a1
2 n1

2 S An1
2 2k2

n1
2

1
An2

2 2k2

n2
2 D dk.

~A9!

To evaluate~A9!, assumeh!r and r @1, and use the sta-
tionary phase method. Defining the phase part to bew(k)
[k cosu2A(n2

2 2k2)sinu, w8(k)50 gives the stationary
point, which becomes

k5
v

12M 2
2 S 2M 21

cosu

A12M 2
2 sin2 u

D . ~A10!

As a result,~A9! can be approximated in the far field as
follows:

P2~v,r ,u!'
v1/2

A2pr 3/2

ur sinuu

~12M 2
2 sin2u!3/4

eiAn1
2

2k2hei @2M2 cosu1A12M2
2 sin2 u/12M2

2
# vr 2~3/4!p)

a1
2 n1

2 S An1
2 2k2

n1
2

1
An2

2 2k2

n2
2 D , ~A11!

wherek andn6 are evaluated at the stationary point~A10!.
The solution for refracted arrival waves must match with
~A11! across the mixing layer. To apply the derivative match-
ing ~A5!, differentiate~A11! with respect toy and sety50

]P2

]y U
y50

'
2v1/2eiAn1

2
2k2h

A2px3/2

ei (kx2~3/4!p)

a1
2 An1

2 2k2
. ~A12!

Here, the stationary point isk(u50)5v/(11M 2).
On the other hand, refracted arrival waves on the upper

side should be expressed in the form of general plane waves;
hence, they can be written by

P1~v,x,y!'A1S x2
An1

2 2k2

k
yD ei (kx1An1

2
2k2y).

~A13!

Similarly, differentiate~A13! with respect toy and evaluate
at y50 retaining the lowest order ofx ~namely, theA18 term
is eliminated!

]P1

]y U
y50

' iAn1
2 2k2A1~x!eikx. ~A14!

Substituting~A12! and~A14! into ~A5!, it yields as follows:
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P1~v,x,y!'
v1/2

A2p

n1
2

a1
2 n2

2 ~n1
2 2k2!

3
eiAn1

2
2k2hei (kx1An1

2
2k2y2~p/4!)

S x2
An1

2 2k2

k
yD 3/2 .

~A15!

One can obtain the same result by taking a contour in-
tegral of~A9!. By using the same notation as~48!, the abso-
lute value of~A15! becomes~49!.

Likewise, put the source below the vortex sheet (h
,0), and follow the same procedure as described above. It
is noticed that there exist incident waves and reflected waves
on the lower side, but only the reflected waves contribute the
derivative matching. Consequently, the absolute value of
pressure amplitude for refracted arrival waves becomes~50!
in this case.
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Various parabolic equations for advected acoustic waves have been derived based on the
assumptions of small Mach number and narrow propagation angles, which are of limited validity in
atmospheric acoustics. A parabolic equation solution that does not require these assumptions is
derived in the weak shear limit, which is appropriate for frequencies of about 0.1 Hz and above for
atmospheric acoustics. When the variables are scaled appropriately in this limit, terms involving
derivatives of the sound speed, density, and wind speed are small but can have significant
cumulative effects. To obtain a solution that is valid at large distances from the source, it is
necessary to account for linear terms in the first derivatives of these quantities@A. D. Pierce, J.
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for advected waves. Since this equation contains two depth operators that do not commute with each
other, it does not readily factor into outgoing and incoming solutions. An approximate factorization
is obtained that is correct to first order in the commutator of the depth operators. ©2002
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I. INTRODUCTION

Parabolic equation techniques1 provide an excellent
combination of accuracy and efficiency for many wave
propagation problems that are range dependent~i.e., the am-
bient properties have horizontal variations!. Parabolic equa-
tions are often derived by factoring an operator in a wave
equation, assuming that outgoing energy dominates back-
scattered energy, and approximating the square root of an
operator. This approach is of limited use for advected acous-
tic waves. Various approximate parabolic equations2–11 have
been derived for this problem using the assumptions of low
Mach number and narrow propagation angle, which are of
limited validity for atmospheric acoustics problems. In this
paper, we derive a parabolic equation solution that does not
require these assumptions. This solution is based on the weak
shear limit, which can also be regarded as the high-frequency
limit and corresponds to about 0.1 Hz and above in atmo-
spheric acoustics. When the variables are scaled appropri-
ately in this limit, terms involving derivatives of the sound
speed, density, and wind speed are small but can have sig-
nificant cumulative effects. To obtain a solution that is valid
at large distances from the source, it is necessary to account
for linear terms in the first derivatives of these quantities.12

These terms also need to be taken into account in the deri-
vation of the parabolic equation. In Sec. II, we describe the
problem and write the equations of motion. In Sec. III, we
derive a scalar wave equation that is valid in the weak shear
limit. In Sec. IV, we derive the parabolic equation solution
and demonstrate its accuracy for an atmospheric acoustics
problem.

II. ADVECTED ACOUSTIC WAVES

There exist various wave equations for advected acous-
tic waves that are based on different assumptions. For the
cases considered in this paper, we assume that the ambient
flow is independent of time, the vertical component of the
flow can be neglected, and horizontal variations in the me-
dium are much more gradual than vertical variations. We use
the last of these assumptions to justify the neglect of range
dependence during the derivations. The ambient properties
are then allowed to depend on range in the parabolic equa-
tion solution. This standard approach for deriving parabolic
equation solutions provides a high level of accuracy when
combined with energy-conservation corrections.13–15We de-
rive the wave equation in Cartesian coordinates, wherex and
y are the horizontal coordinates andz is the depth. The de-
tails of the derivation below generalize to cylindrical and
spherical coordinate systems.

The velocityu5(u,v,w), pressurep, and densityr sat-
isfy the momentum equation, conservation of mass, and the
equation of state16

r
Du

Dt
52¹p1rg, ~1!

Dr

Dt
1r¹•u50, ~2!

Dp

Dt
5c2

Dr

Dt
, ~3!

where D/Dt5]/]t1u•¹, c is the speed of sound, andg
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5(0,0,g) is the acceleration due to gravity. We consider a
solution of the form

~u,p,r!;~u0 ,p0 ,r0!1~u1 ,p1 ,r1!, ~4!

where the ambient state (u0 ,p0 ,r0) is the solution in the
absence of the perturbation (u1 ,p1 ,r1). To obtain a linear
equation for acoustic waves, we ignore the effect of gravity
on the perturbation and retain linear terms in the perturba-
tion. This assumption is valid if the forcing frequency is
significantly larger than the buoyancy frequency of the am-
bient medium.

Substituting Eq.~4! into Eqs.~1!, ~2!, and ~3! and ap-
plying the assumptions, we obtain

Dtu11w1

]u0

]z
1

1

r0
¹p150, ~5!

¹•u11
1

c2r0
Dtp150, ~6!

whereDt5]/]t1u0•¹. Applying the divergence to Eq.~5!,
applyingDt to Eq. ~6!, and subtracting, we obtain

¹•S 1

r0
¹p1D2 1

c2r0
Dt

2p11¹•S Dtu11w1

]u0

]z D2Dt¹•u150.

~7!

Simplifying Eq.~7! and applying the assumptions, we obtain

¹•S 1

r0
¹p1D2

1

c2r0
Dt

2p112
]u0

]z
•¹w150. ~8!

From thez component of Eq.~5!, we obtain

Dtw11
1

r0

]p1

]z
50. ~9!

Equations~8! and~9! are a coupled system for the dependent
variables (w1 ,p1). For the case of negligible shear they re-
duce to a scalar equation for the pressure.

III. DERIVATION OF THE WAVE EQUATION

In this section, we derive a scalar wave equation in the
weak shear limit. We account for terms that are linear in the
first derivatives of the ambient properties but neglect higher-
order terms. Reducing Eqs.~8! and~9! to two dimensions in
the frequency domain, including a source term, and dropping
subscripts, we obtain

~12U2!
]2p

]x2 12ikU
]p

]x
1r

]

]z S 1

r

]p

]zD1k2p12r
]u

]z

]w

]x

52id~x!d~z2z0!, ~10!

ivw2u
]w

]x
5

1

r

]p

]z
, ~11!

whereU5u/c, the ambient horizontal flow velocity scaled
by the sound speed. Taking the Fourier transform inx of Eqs.
~10! and ~11!, we obtain

2~12U2!h2p̂22khUp̂1r
]

]z S 1

r

] p̂

]zD1k2p̂12ihr
]u

]z
ŵ

52id~z2z0!, ~12!

ir~v2uh!ŵ5
] p̂

]z
, ~13!

where h is the horizontal wave number andp̂(h,z) is the
wave-number spectrum. Using Eq.~13! to eliminateŵ from
Eq. ~12!, we obtain

]2p̂

]z2 1S 2h

v2uh

]u

]z
2

1

r

]r

]zD ] p̂

]z
1~k22~12U2!h222kUh!p̂

52id~z2z0!. ~14!

Inverting the Fourier transform, we obtain the spectral solu-
tion

p~x,z!5
1

2p E
2`

`

p̂~h,z!exp~ ihx!dh. ~15!

This solution is only valid for range-independent problems.
The parabolic equation solution derived in Sec. IV can be
applied to range-dependent problems.

Although the derivatives ofr andu are small compared
to gradients in pressure in the high-frequency limit, first-
order terms involving]r/]z and]u/]z can have significant
effects far from the source. Terms involving second-order
factors such as (]r/]z)2 and ]2r/]z2 can be neglected for
sufficiently high frequencies. To eliminate first-order terms,
we introduce the change of variablesp̂5af̂, wherea is a
function of r andu, and obtain

] p̂

]z
5a

]f̂

]z
1

]a

]z
f̂, ~16!

]2p̂

]z2 5a
]2f̂

]z2 12
]a

]z

]f̂

]z
1

]2a

]z2 f̂. ~17!

Selectinga so that the first-order terms vanish, we ob-
tain

2

a

]a

]z
5

1

r

]r

]z
2

2h

v2uh

]u

]z
, ~18!

a5
~v2uh!r1/2

~v2ũh!r̃1/2, ~19!

where the tildes indicate evaluation atz5z0 . In the time
domain, this change of variables corresponds tor̃1/2D̃tp
5r1/2Dtf. A related change of variables was used in Ref.
12 to obtain a scalar wave equation. Substituting the new
variable into Eq.~14! and neglecting second-order terms, we
obtain

]2f̂

]z2 1~k22~12U2!h222kUh!f̂52id~z2z0!. ~20!

Inverting the Fourier transform, we obtain the advected
acoustic wave equation

~12U2!
]2f

]x2 12ikU
]f

]x
1

]2f

]z2 1k2f52id~x!d~z2z0!.

~21!
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IV. PARABOLIC EQUATION SOLUTION

Parabolic equations are often derived by factoring an
operator. Since it is difficult to apply this approach to Eq.
~21! when wind shear exists, we derive a parabolic equation
solution from the spectral solution. Rearranging Eq.~21!, we
obtain

S ]

]x
1 iM D 2

f1Lf5
2i

12Ũ2 d~x!d~z2z0!, ~22!

L5
1

12U2

]2

]z2 1S k

12U2D 2

, ~23!

M5
kU

12U2 . ~24!

Taking the Fourier transform of Eq.~22!, we obtain

Lf̂2~h1M !2f̂5
2i

12Ũ2 d~z2z0!, ~25!

f~x,z!5
i

p~12Ũ2!
S~x!d~z2z0!, ~26!

S~x!5E
2`

` exp~ ihx!

L2~h1M !2 dh. ~27!

SinceL andM do not commute in general, the denominator
in Eq. ~27! cannot be factored as a scalar. Expanding the
denominator approximately, we obtain

2

L2~h1M !2 ;
1

~L1/21h1M !~L1/22h2M !

1
1

~L1/22h2M !~L1/21h1M !
. ~28!

Both of the approximate factorizations of the denominator on
the right side of Eq.~28! are correct to zeroth order in the
commutator

@L1/2,M #5L1/2M2ML1/2. ~29!

Since the terms on the right side of Eq.~28! differ by the
transformationM→2M , their average is correct to first or-
der in the commutator. To be consistent with the derivation
of the wave equation in the high-frequency limit, we account
for first-order commutators but neglect second-order com-
mutators. Substituting Eq.~28! into Eq. ~27!, we obtain

S~x!5 1
2S1~x!1 1

2S2~x!, ~30!

S6~x!5E
2`

` exp~ ihx!

~L1/26~h1M !!~L1/27~h1M !!
dh. ~31!

To further simplify the integrand, we apply the identity

1

L1/26~h1M !
1

1

L1/27~h1M !

5
1

~L1/26~h1M !!~L1/27~h1M !!
~L1/26M !

1~L1/27M !
1

~L1/26~h1M !!~L1/27~h1M !!
, ~32!

which can be derived by replacingM with (h1M ) in the
numerator factors, observing that the additional terms cancel,
and applying the operator identity (GH)215H21G21. Mul-
tiplying Eq. ~32! by exp(ihx), integrating overh, applying the
residue theorem forx.0, and comparing with Eq.~31!, we
obtain

S6~x!~L1/26M !1~L1/27M !S6~x!

522p i exp~ ix~L1/22M !!. ~33!

To simplify Eq. ~33!, we writeS6(x) in the form

S1~x!5exp~ ix~L1/22M !!T1 , ~34!

S2~x!5T2 exp~ ix~L1/22M !!, ~35!

where the depth operatorsT6 are to be determined. Substi-
tuting Eqs.~34! and ~35! into Eq. ~33!, we obtain

T6~L1/26M !1~L1/27M !T6522p i . ~36!

When x is large, the commutator of exp(ix(L1/22M ))
and T6 may be significant due to cumulative effects. We
assume that the commutator ofT6 and (L1/26M ) is small in
the high-frequency limit and apply the zeroth-order approxi-
mation

T6;2p iL 21/2. ~37!

From Eqs.~30!, ~34!, ~35!, and~37!, we obtain

S~x!;2
p i

2
exp~ ix~L1/22M !!L21/2

2
p i

2
L21/2exp~ ix~L1/22M !!. ~38!

Applying the operator identity

G2H1HG252GHG1G@G,H#2@G,H#G

52GHG1@G,@G,H##, ~39!

to Eq. ~38! and neglecting the second-order commutator, we
obtain

S~x!;2p iL 21/4exp~ ix~L1/22M !!L21/4. ~40!

Substituting Eq.~40! into Eq. ~26!, we obtain

f~x,z!5
1

12Ũ2 L21/4exp~ ix~L1/22M !!L21/4d~z2z0!.

~41!

A parabolic equation solution can be obtained from Eq.
~41! by defining the new dependent variable

c~x,z!5L1/4f~x,z!

5
1

12Ũ2 exp~ ix~L1/22M !!L21/4d~z2z0!. ~42!

Differentiating Eq.~42! with respect tox, we obtain the para-
bolic equation

]c

]x
5 i ~L1/22M !c. ~43!

This equation can be implemented using the formal solution
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c~x1Dx,z!5exp~ iDx~L1/22M !!c~x,z!, ~44!

which follows from Eq.~42!. Assuming thatDx is small and
applying the splitting solution to Eq.~44!, we obtain

c~x1Dx,z!5exp~2 iDxM!exp~ iDxL1/2!c~x,z!. ~45!

This equation can be implemented by approximating
exp(iDxL1/2) with a rational function that is based on an ex-
pansion about the reference wave numberk0 , as described in
Ref. 17.

Before solving the parabolic equation, it is necessary to
specify an initial condition. After solving the parabolic equa-
tion, it is necessary to apply a change of variables in order to
obtain the acoustic pressure. For convenience, we incorpo-
rate part of the change of variables into the initial condition.
Substituting the spectral solution forf(x,z) in Eq. ~41!, we
obtain

c~x,z!5
1

2p
L1/4E

2`

`

f̂~h,z!exp~ ihx!dh. ~46!

To account for the factor in the denominator in Eq.~19!, we
define the new dependent variablej(x,z) by the equation

r̃1/2S v1 i ũ
]

]xD j~x,z!5c~x,z!. ~47!

Taking the Fourier transform of Eq.~47! and applying Eq.
~46!, we obtain

j~x,z!5
1

2pr̃1/2L1/4E
2`

` f̂~h,z!exp~ ihx!

v2ũh
dh. ~48!

Since j(x,z) satisfies Eq.~43!, this variable can be
marched in range using Eq.~45!. An initial condition can be
obtained by using Eqs.~20! and ~48! to evaluatej(x0 ,z),
wherex0 is comparable to a wavelength. Accounting for the

FIG. 1. Profiles for sound speed, density, and wind speed in the atmosphere, which are based on a combination of measurements and models~Refs. 18, 19!.

FIG. 2. Transmission loss obtained with the parabolic equation for a prob-
lem involving the profiles appearing in Fig. 1 and a 0.1-Hz source atz
510 km. The wind is accounted for in the solution appearing in the top
frame and is neglected in the solution appearing in the bottom frame. The
wind has a major effect on the acoustic field.
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factor in the numerator in Eq.~19! and including the factor
of L21/4 that was removed in going fromf to c, we obtain

p5r1/2S v1 iu
]

]xDL21/4j. ~49!

Using the parabolic equation to replace the range derivative,
we obtain

p5vr1/2L21/4j2ur1/2L21/4~L1/22M !j. ~50!

We illustrate the parabolic equation solution for an ex-
ample involving the atmospheric profiles appearing in Fig. 1,
which are based on a combination of measurements and
models.18,19 This problem involves a 0.1-Hz source atz
510 km. To approximate the effects of attenuation in the
upper atmosphere and prevent artificial reflections from the
computational boundary atz5200 km, we replacev with
the complex frequency20,21

ṽ5v1 imk0
2r21, ~51!

wherem51.531025 N•s•m22 is the viscosity. Due to the
smallness of the density ratio at the air/water interface, we
apply the rigid boundary condition]p/]z50 at z50. We
implement Eq.~45! using a five-term rational approximation
and takek05v/c0 , wherec05300 m/s is the reference wave
speed. The acoustic field appears in Fig. 2 for cases with and
without wind, which causes large effects. The parabolic
equation solution is compared with the spectral solution in
Fig. 3. The solutions are in excellent agreement except at
short range, where energy propagates at very wide angles
~this error can be reduced by using additional terms in the
rational approximation!. We consider two erroneous solu-
tions to illustrate the need to properly account for shear and
commutators. Appearing in Fig. 4 is a spectral solution based
on neglecting the shear term in Eq.~14! to obtain

]2p̂

]z22
1

r

]r

]z

] p̂

]z
1~k22~12U2!h222kUh! p̂52id~z2z0!,

~52!

and a parabolic equation solution based on neglecting com-
mutators and factoring the denominator in Eq.~26! to obtain

S~x!52p i exp~ ix~L1/22M !!L21/2. ~53!

The result of neglecting the shear term and commutator is an
amplitude shift in the parabolic equation solution relative to
the exact spectral solution. The magnitude of the shift de-
pends on the flow velocities at the source and receiver loca-
tions. In this example, the differences are a few decibels. For
more extreme wind profiles, the difference would be greater.
For weak shear cases~sufficiently high frequency! the shear
terms can be neglected completely and an accurate solution
obtained by a simplified parabolic equation.

V. CONCLUSION

We have derived a parabolic equation for advected
acoustic waves that does not require low Mach number or
narrow propagation angles. This solution was obtained in the
weak shear or high-frequency limit, which is valid for fre-
quencies as low as 0.1 Hz. We have demonstrated the accu-
racy of the parabolic equation solution for an atmospheric
acoustics problem.

FIG. 3. Illustration of the accuracy of the parabolic equation solution. Trans-
mission loss atz570 km for a 0:1 Hz problem involving a source atz
510 km. The solid curve corresponds to the parabolic equation solution that
accounts for commutators to leading order. The dashed curve corresponds to
the exact spectral solution. The agreement is excellent away from short
range, where energy propagates at very wide propagation angles.

FIG. 4. Illustration of the need to properly account for shear and commuta-
tors. Transmission loss atz570 km for a 0.1-Hz problem involving a source
at z510 km. The dashed curves correspond to the exact spectral solution. In
the top frame, the solid curve corresponds to a spectral solution that neglects
the shear term. In the bottom frame, the solid curve corresponds to a para-
bolic equation solution that neglects commutators.
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The connection between sound production and jet structure
of the supersonic impinging jeta)

Brenda Henderson
Mechanical Engineering Department, Kettering University, Flint, Michigan 48504-4898
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An experimental investigation into the sound-producing characteristics of moderately and highly
underexpanded supersonic impinging jets exhausting from a round convergent nozzle is presented.
The production of large plate tones by impingement on a square plate with a side dimension equal
to 12 nozzle exit diameters is studied using random and phase-locked shadowgraph photography.
Discrete frequency sound is produced in the near-wall region of the jet when a Mach disk occurs
upstream of the standoff shock wave. Tones cease when the plate distance is approximately 2.2
free-jet cell lengths and the first and second shock waves are located in the free-jet positions. The
production of impulsive sound appears to be associated with the collapse of the standoff shock wave
during a portion of the oscillation cycle. Results from unsteady plate-pressure measurements
indicate that plane-wave motion occurs in the impingement region and a secondary pressure
maximum is observed on the plate adjacent to the flow region where sound appears to
originate. © 2002 Acoustical Society of America.@DOI: 10.1121/1.1436069#

PACS numbers: 43.28.Ra, 43.50.Nm@MSH#

I. INTRODUCTION

The impingement of a jet on a flat plate produces ground
effects including surface erosion, nonuniform surface heat
transfer, lift loss, and acoustic loading. Interest in this prob-
lem has spanned over 40 years because of its application to
missile and rocket launching systems, lunar landing modules,
thrust vectoring systems, and V/STOL aircraft. Many early
studies, except for the acoustic study by Marsh~1961!, fo-
cused predominantly on the flow structure of the supersonic
impinging jet particularly in the impingement region and of-
ten for steady-flow conditions. Later work addressed un-
steady characteristics of the supersonic impinging jet includ-
ing tonal production characteristics. However, the connection
between the production of intense discrete frequency sound
and the oscillating flow structure is still not well understood.
The complicated structure of the jet in the impingement and
near-wall regions as well as the changes to the jet structure
with overpressure, nozzle-to-plate spacing, and plate size has
made it difficult to connect unsteady flow features with the
production of sound. The purpose of the present study is to
investigate the connection between the structure of the mod-
erately and highly underexpanded supersonic jet impinging
on large plates and the production of discrete frequency
sound.

Marsh ~1961! may have first reported the production of
discrete frequency tones by the impingement of a jet on a
normal flat plate. His investigation was the first of many
subsonic impinging jet investigations focusing on acoustic
radiation. Wagner~1971! developed an instability model
later modified by Neuwerth~1974! which consisted of an
upstream traveling wave within the jet and a downstream

traveling pressure field resulting from flow instabilities initi-
ated at the nozzle. Tam and Ahuja~1990! developed a theo-
retical model based on neutrally stable waves traveling up-
stream predominantly inside the jet. The model described
some of the observed phenomena associated with impinge-
ment on a plate, although the plate was not accounted for in
the analysis. Ho and Nosseir~1981! and Nosseir and Ho
~1982! hypothesized that the discrete impinging tones were
part of a feedback loop and were produced by the interaction
of large coherent structures with the plate, results which were
consistent with the earlier studies of Wagner~1971! and Neu-
werth ~1974!. Preisser~1979! applied Curle’s~1955! surface
integral to analyze the production of discrete tones. The the-
oretical analysis of Powell~1988! for vanishingly small
Mach numbers led to predicted directivity and an estimate of
the magnitude of the sound pressure associated with viscous
dissipation. Powell~1994! later modified this analysis to in-
clude an acoustic field produced by one type of lateral quad-
rupole randomly distributed in the plane of the plate. The
studies of Didden and Ho~1985! documented the develop-
ment of a primary and secondary vortex in the impingement
region of a periodically forced jet, although the connection
between this phenomenon and the production of tones was
not investigated.

Both steady and unsteady supersonic impinging jet ex-
periments have attracted attention from many researchers.
The important parameters that appear to affect the flow struc-
ture are the nozzle pressure ratio~the ratio of the stagnation
pressure to the ambient pressure!, the nozzle-to-plate spac-
ing, and the impinging plate size. Table I gives a summary of
the operating conditions and some of the observed phenom-
ena reported in experimental supersonic impinging jet stud-
ies.

Investigations into the steady-flow features of the super-
sonic impinging jet have focused mainly on the standoff
shock-wave shape and location as well as the location of

a!Portions of this work were presented in ‘‘An experimental investigation
into the sound producing characteristics of supersonic impinging jets,’’ 7th
AIAA/CEAS Aeroacoustics Conference, Maastricht, The Netherlands, Pa-
per No. AIAA 2001-2145.
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sonic lines in the flow. The early study of L. F. Henderson
~1966! was devoted to developing a better understanding of
the general flow features of jets impinging on plates at vari-
ous inclinations to the jet axis. Unsteady conditions were
also observed and Henderson noted that the oscillatory be-
havior appeared to be related to the Hartman whistle. Gum-
mer and Hunt~1971! developed a detailed description of the
impingement and near-wall regions of nominally uniform
impinging jets. Carling and Hunt~1974! determined the ra-
dial extent of alternating expansion and compression regions
~or shocks! that occur in the near-wall jet. The standoff
shock-wave shape and location resulting from the impinge-
ment of a highly underexpanded jet is described by Pamadi
~1982!. Iwamoto~1990! documented the shape and location
of the standoff shock wave as the nozzle-to-plate spacing
increased and investigated the development of a recirculation
zone in the impingement region for some operating condi-
tion.

The occurrence of a stagnation bubble in the impinge-
ment region of steady impinging jets is often reported and
appears to be associated with a number of different flow
features. Donaldson and Snedeker~1971! found that a stag-
nation region occurred for highly underexpanded supersonic

impinging jets. Carling and Hunt~1974! attributed the occur-
rence of a stagnation bubble to experimental rig design or
plate surface finish. Gummer and Hunt~1974! found little
connection between the standoff shock structure and the oc-
currence of a stagnation region for nonuniform jets. The oc-
currence of a stagnation bubble at very small plate spacings
in the study of Kalghatgi and Hunt~1976! appeared to be the
result of weak shock waves originating from the nozzle and
intersecting with the standoff shock wave. Their hypoth-
esized mechanism was related to that proposed by Ginzburg
et al. ~1973! and Gubanovaet al. ~1973!. Kalghatgi and
Hunt ~1976! also observed some unsteady operating condi-
tions that were characterized by rapid plate pressure fluctua-
tions and periodic changes in shock-wave shape. This phe-
nomenon was presumed to be associated with bubbles being
formed, then swept away. The numerical calculations of Kim
and Chang~1994! and the experiments of Lamont and Hunt
~1980! showed that the occurrence of a stagnation bubble is
affected by the plate inclination. The occurrence of a stagna-
tion bubble for very highly underexpanded impinging jets
was documented in a numerical study performed by Kim and
Chang~1992! and the experimental studies of Lamont and
Hunt ~1980!.

TABLE I. The operating conditions for supersonic impinging jet experiments. C5convergent, D5divergent, R5rectangular, n5nozzle exit pressure/ambient
pressure,l 5minimum nozzle dimension, and* indicates dimensions referenced to the nozzle exit diameter.

Authors Nozzle NPRa or nb h/d Plate size Unstable Recirculation
Shock
motion

Marsh ~1961! 1.34a 2–20 4d X
Morch ~1964! C 3.83a 0.5–2 0.33d–d X X
L. F. Henderson~1966! CD 1b 1–3.5 4d X
Ginzburget al. ~1973! CD 1.5–12b 1.4–3.4 X X
Gubanovaet al. ~1973! CD 2.85b 1,2,3 Large X X X
Donaldson, Snedeker~1971! C 1.25,2.69,6.76a ,10 18.40d X
Nakatogawaet al. ~1971! Laval 1b 1–24 5d35d X X
Gummer, Hunt~1971!* CD 1b 0.4–0.53 19.7d319.7d
Neuwerth~1974! C 1.12–3a ,6 X
Semiletenkoet al. ~1974! CD 1.5–4.0b 1.1–6.5 Large X X
Carling, Hunt~1974!* CD 1b 0.5 15.7d315.7d
Golubkovet al. ~1974! CD 1–55b 1–12.5 1–8 X
Gummer, Hunt~1974!* CD,C 0, 5, 15b 0.5,1,1.5 19.7d319.7d X
Ginzburget al. ~1975! CD 1.2–36b 3–6.5 29.2d337.5d X X X
Glaznev~1977! CD 2.7b 2.5–9 1.43 X X
Glaznevet al. ~1977! CD 6.73b 3.5 7.50 X
Kalghatgi, Hunt~1976! CD 1b 0.5,0.7,5 X
Back, Sarohia~1978! C 1.75–8a 1,1.5 7.49d37.49d X X
Lamont, Hunt~1980! CD 1.2–2b 1–15 10d X X
Krothapalli ~1985! R 2–5.8a 10– 301 66.7l 366.7l X
Powell ~1988! C 2.7–4.74a 1.25–6 1d, 4d X X
Norum ~1989! RC 1.85–7.3a 2.5–20 88.4l X
Norum ~1990! C,RC,CD,RCD 0.56–17.8 Large X
Iwamoto ~1990! C 3, 4, 6a 0.5–4 16d
Soderman~1990! NASA Ames AV-8C Harrier Aircraft
Henderson, Powell~1993! C 2.02–4.74a 0.5–10 0.5d–38d X X
Wlezien, Ferraro~1990! C,RC

CD,RCD
3,3.5,4a 2.8–12.6 9.6d39.6d X

Glaznev, Popov~1992! 3b 2.5 2.4d–6.2d X X
Messersmith~1995! C,CD 2.5–6a 2–6 Large X
Henderson, Powell~1996, 1997! C 2.02–4.74a 0.5–10 1d,2d,3d X X
Levin, Wardwell~1997! C 1.5–6a 2–7 Large X
Krothapalli et al. ~1999! CD 1–1.35b 3–60 96d396d X X
Alvi, Iyer ~1999! 1.5b~CD! 2.5,3.7,5~C!a 1.6–8 39.4d339.4d X X

aNPR.
bn.
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The connection between unsteady behavior in the im-
pinging jet flow structure and the occurrence of a stagnation
zone in the impingement region was first proposed by Gin-
zburget al. ~1973!. Unsteady behavior of the standoff shock
wave was attributed to periodic fluid motion in the recircu-
lation region near the plate. Behind the central portion of the
standoff shock wave, the pressure is lower than in the periph-
eral regions of the jet where the fluid passes through a hang-
ing shock and a reflected shock. This pressure differential
leads to a recirculation zone in the central portion of the jet.
Ginzburget al. ~1973! hypothesized that the recirculation re-
gion causes the central shock to move upstream until the
pressure behind the central shock increases and the fluid ac-
cumulated in the recirculation region moves out into the mix-
ing zone along the slip stream~tangential discontinuity!. The
operating conditions used in the unsteady flow experiments
of Ginzburget al. were numerically simulated by Hooet al.
~1980!, although the numerical study was performed to ob-
tain a steady-flow solution. Iwamoto and Deckker~1981!
numerically investigated the early stages of the impingement
process and found the motion of a toroidal vortex in the
impingement region. The importance of the recirculation
zone to the production of tones is still not well understood.
Alvi and Iyer ~1999! showed plate-pressure data that indi-
cated the occurrence of a stagnation bubble for nozzle-to-
plate spacings, where Henderson~2001! found no acoustic
radiation.

One of the earliest instability studies for the unsteady
supersonic impinging jet, that of Morch~1964!, involved the
development of a one-dimensional theory for the ‘‘zero-
depth’’ Hartmann whistle~impingement of a supersonic jet
on a small plate!. In his experimental investigations, strong
instability was associated with large standoff shock-wave os-
cillations and weak instability was associated with small
standoff shock oscillations, a weak oscillating oblique shock
near the plate periphery, and small pressure oscillations on
the plate. Morch hypothesized that the inability to produce a
strong resonant condition from a model based on plane
waves traveling in the impingement region was due to the
one-dimensional nature of the model, a deficiency he later
addressed@see Morch~1973!# through an analysis using a
composite jet. Kuo and Dowling~1996! allowed for entropy
changes in the standoff region in addition to traveling plane
waves and found good agreement between theory and fre-
quency data taken by Powell~1988! for jets impinging on
plates with diameters equal to the nozzle exit diameter~small
plates!.

The occurrence of unsteady shock motion in the imping-
ing jet is often reported in the literature, but the important
features of the motion appear to depend somewhat on the jet
operating conditions. Ginzburget al. ~1973! found strong os-
cillations of the standoff shock wave when a recirculation
zone occurred. Nakatogawaet al. ~1971! investigated the
case of an impinging jet with a nozzle reflector and found
oscillations of the standoff shock wave when the standoff
shock was located in a decelerating region of the jet. In the
investigation of Golubkovet al. ~1974!, the flow was char-
acterized by a fluctuating compression shock, fluctuating
plate pressures, and strong acoustic radiation when a small

plate affected the central compression shock in the jet. When
the jet impinges on a large plate, Semiletenkoet al. ~1974!
found oscillations of the shock waves in the jet upstream of
the plate. Oscillations ceased when the nozzle-to-plate spac-
ing became large enough so as to add a second compression
shock ahead of the plate. Ginzburget al. ~1975! found strong
and weak instabilities of the jet that were associated with
large and small amplitude oscillations of the shock-wave
structure, respectively. Strong instability first occurred when
the plate pressures at the center of the plate became equal to
that in the peripheral plate regions. As the plate spacing in-
creased, flow reversal occurred in the standoff region.
Glaznevet al. ~1977! found a traveling wave in the impinge-
ment region that became planar as it approached the standoff
shock. This finding is somewhat consistent with the unsteady
plate pressure measurements made by Henderson~1993!. Al-
though Kalghatgi and Hunt~1976! focused on the steady
impinging jet, unsteady conditions were observed and were
characterized by periodic changes in the standoff shock-
wave shape. Back and Sarohia~1978! found large oscilla-
tions in the plate pressure when large-amplitude shock oscil-
lations occurred.

For the axisymmetric supersonic impinging jet, the
sound-producing characteristics and related unsteady shock-
wave structure in the jet are highly dependent on impinge-
ment plate size. Powell~1988! was perhaps the first to note
the fundamental differences in the jet flow and the acoustic
radiation for jets impinging on small plates and jets imping-
ing on large plates. He hypothesized that, in the case of im-
pingement on large plates, the tones were part of a feedback
cycle similar to that of the edgetone or choked jet. In the case
of impingement on small plates, the tones appeared to be
related to the high harmonics of the Hartmann whistle, with
large oscillations of the standoff shock being an important
part of the sound production mechanism. Powell and Hend-
erson~1990!, Henderson and Powell~1993!, and Henderson
~1993! found that, at low pressures~nozzle pressure ratios
less than, or equal to, 2.70!, ‘‘large plate’’ type tones were
produced for all plate sizes. For nozzle pressure ratios above
2.70, two classes of ‘‘small plate’’ tones, sometimes in addi-
tion to large plate tones, were produced for plate diameters
less than, or equal to, the nozzle exit diameter. Glaznev and
Popov~1992! looked at the effect of plate size and found that
oscillations ceased when the plate diameter was less than the
diameter of the Mach disk in the impinging jet.

Small plate impinging tones usually occur for plate di-
ameters less than or equal to two nozzle diameters. The pro-
duction of these tones is usually associated with shock-wave
oscillations in the jet. Glaznev~1977! hypothesized that the
production of discrete frequency sound was the result of an
oscillating conical surface~the jet boundary! in the vicinity
of the plate brought on by oscillations of the shock-wave
system near the plate. Good agreement was obtained be-
tween measured sound-pressure levels and sound-pressure
levels calculated by modeling the conical surface as an os-
cillating membrane. Henderson and Powell~1996, 1997!
looked at both types of small plate tones and hypothesized
that ‘‘primary’’ small plate tones are produced by periodic
changes in the jet diameter resulting from large oscillations
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of the shock wave upstream of the standoff shock wave.
‘‘Secondary’’ small plate tones resulted from the interaction
of jet disturbances with the standoff shock wave and shock
waves in the deflected flow. Although secondary small plate
tones were part of a feedback loop to the nozzle, the funda-
mental frequencies of the primary small plate tones did not
appear to be part of this type of feedback loop.

The production of tones resulting from impingement on
large plates has been noted for moderately, highly, and very
highly underexpanded supersonic jets exhausting onto plates
of various sizes. The tonal characteristics are a strong func-
tion of nozzle-to-plate spacing and depend only moderately
on nozzle-pressure ratio. Norum~1990! found that four dif-
ferent regions~based on nozzle-to-plate spacing! of tonal
production exist with different frequency characteristics.
Powell and Henderson~1990! and Henderson and Powell
~1993! found that large plate tones are part of a feedback
loop to the nozzle. Tones produced at small and moderate
spacings originated in the impingement region while tones
produced at ‘‘very small’’ spacings originated in the near-
wall region and are possibly associated with the flow distur-
bances moving along the plate. The results from the study of
Levin and Wardwell~1997! indicate that impinging jets with
large flat surfaces placed behind the nozzle experience a dra-
matic decrease in suckdown~lift loss! when oscillations of
the jet structure and tonal production cease.

Although the flow structure of the ideally expanded su-
personic impinging jet is significantly different from that of
the underexpanded jet, discrete impinging tones are pro-
duced in both cases. In the experiments of Krothapalliet al.
~1999!, strong discrete acoustic radiation resulted from the
impingement of an ideally expanded jet but the tonal produc-
tion could not have resulted from shock wave motion. They
found only a weak shock cell structure in the jet and a stand-
off shock wave usually was not present. Acoustic radiation
appeared to originate from the impingement region. How-
ever, an impingement shock occurred and was observed to
oscillate in the numerical investigation of Childset al.
~1991!. Wlezien and Ferraro~1990! compared the acoustic
radiation from twin jets issuing from both ideally expanded
jets and underexpanded jets and found that ideally expanded
jets produce more intense acoustic radiation than underex-
panded jets. Although acoustic measurements were not re-
ported in the twin-jet experiments performed by Elavarasan
et al. ~2000!, large lift loss changes were believed to be as-
sociated with flow–acoustic interactions.

Dispersion relations for rectangular and circular super-
sonic jets were developed by Sedel’nikov~1968!. The intent
of this original work was to describe the discrete frequency
component associated with supersonic free jets. Tam and
Norum ~1990! derived the same relationship for the more
limited case of a two-dimensional jet and identified a class of
upstream propagating, neutrally stable waves and a down-
stream instability wave. They hypothesized that these waves
formed the feedback acoustic waves and that the acoustic
wave in the outer stationary fluid was an insignificant part of
the process. Messersmith~1995! applied Powell’s ~1953!
feedback model to the impingement tones and accounted for
entrainment velocities in the external flow. His model did not

account for phase differences between the impinging vortices
and the sound produced at the plate or phase shifts between
the acoustic wave and the jet disturbances created at the
nozzle lip.

Impinging jet experiments on rectangular jets show im-
pinging tones with wavefronts that appear to originate from
the impingement region and choked jet tones with wave-
fronts emanating from around the end of the third shock cell
@see Krothapalli~1985!#. Large-scale vortical motions are
observed in the wall jet region for some operating condi-
tions. Norum~1989! found that multiple discrete frequency
tones occurred simultaneously and gave photographic evi-
dence of simultaneous multiple-jet oscillation modes. Soder-
man~1990! conducted acoustic measurements on the NASA
Ames AV-8C Harrier aircraft. He hypothesized that the lack
of discrete frequency tones in the acoustic spectra was due to
one of two factors: the large Reynolds numbers realized in
full-scale models that are not obtained in small-scale labora-
tory tests or multiple-jet interactions that are often not stud-
ied in laboratory settings.

The sound production mechanism associated with the
impingement of a moderately and highly underexpanded su-
personic jet on a large flat plate is not well understood. At-
tempts to explain or model the production of discrete fre-
quency tones are complicated by the complex nature of the
flow structure. The jet contains unsteady disturbances that
can be symmetrical, helical, or asymmetrical in nature. These
disturbances interact with the jet shock waves, the standoff
shock wave, and the compression and expansion regions in
the near-wall jet. The interaction of the disturbances with the
shock waves produces shock-wave distortion and, in some
cases, large shock-wave oscillations. Large deflections of the
jet boundary occur as the shock waves change position in the
jet. In addition to this, the jet disturbances or vortices accel-
erate and decelerate as they approach the plate, then move
out along the wall jet. All of these interactions can result in
the production of acoustic radiation. To complicate the jet
structure further, a stagnation bubble is sometimes present in
the impingement region and may cause further oscillations of
the shock wave as jet disturbances or traveling sound waves
in the impingement region cause the stagnation bubble to
collapse.

The current study investigates the connection between
the flow structure and the production of discrete tones in the
moderately and highly underexpanded supersonic impinging
jet. Random and phase-locked shadowgraph photographs are
coupled with far-field acoustic measurements to develop a
better understanding of the oscillation cycle and the sound
production mechanism.

II. STRUCTURE OF THE SUPERSONIC IMPINGING
JET

The structure of the supersonic impinging jet is shown
schematically in Fig. 1. The expansion waves at the nozzle
lip reflect from the jet boundary as compression waves that
merge to form the first shock wave. For lower nozzle-
pressure ratios~NPR!, the first shock wave has a conical
shape@see Fig. 1~a!#. For higher NPR, a Mach disk cuts off
the apex of the conical shock wave as shown in Fig. 1~b!.
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Although Mach disks appear in free jets at NPR approxi-
mately equal to, or greater than, 3.8, Mach disks appear in
impinging jets at lower pressures when the nozzle-to-plate

distance is less than approximately 11
2-nozzle exit diameters.

Because of this, the acoustic behavior and jet structure of
impinging jets at moderate and high underexpansion are
quite similar when the nozzle-to-plate distance is small~less

than 11
2-nozzle exit diameters!. The location and shape of the

first shock wave in the impinging jet depend on NPR and
nozzle-to-plate spacing,h/d, whereh is the nozzle-to-plate
distance andd is the nozzle exit diameter. The shock-wave
locations for the impinging jet are discussed in Sec. IV~b!.

Behind the first shock wave, an expansion fan occurs,
bringing the pressure along the jet boundary to the ambient
value. When the first shock wave has a conical shape, the
entire flow behind the first shock wave is at supersonic
speeds@see Fig. 1~a!# and the expansion waves extend across
the entire jet. The expansion waves reflect as compression
waves that merge to form the standoff shock wave. When a
Mach disk occurs, the flow behind the first shock wave is
divided by a slip stream into a subsonic region behind the
Mach disk and a supersonic region behind the oblique sec-
tion of the shock wave@see Fig. 1~b!#. The expansion waves
reflect from the slip stream as compression waves and eva-
nescent waves form in the subsonic region to balance the
slight phase shift between the expansion waves and reflected
compression waves. The evanescent waves cause the sub-
sonic flow to slightly converge and accelerate. Mixing across
the shear layer dividing the subsonic and supersonic regions

also causes an increase in the flow velocity behind the Mach
disk. The compression waves in the supersonic flow merge to
form an annular standoff shock wave.

Behind the standoff shock wave, the flow is divided into
a subsonic and a supersonic region by a sonic line. An ex-
pansion fan at the intersection of the standoff shock wave
and the jet boundary maintains ambient pressure along the jet
boundary. The expansion waves reflect as compression
waves from the sonic line, and this successive pattern of
expansion and compression continues until the plate is
reached. When the wave pattern reaches the plate, the waves
reflect in phase at the plate and out of phase at the wall-jet
boundary. The successive pattern of compression and expan-
sion in the wall jet can persist for many jet diameters de-
pending on the jet NPR@see Carling and Hunt~1974!#. The
exact shape and location of the standoff shock wave depends
on NPR and nozzle-to-plate spacing.

The first cell length~D! is defined as the distance from
the nozzle lip to the end of the first shock wave in the free
jet. In the present investigations,D was determined from
choked jet photographs taken prior to the impinging jet ex-
periments.

III. EXPERIMENTAL APPARATUS

The experimental work was performed in the Acoustic
Jet Flow facility at NASA Glenn Research Center. A detailed
description of the apparatus may be found in Henderson
~2001!. Compressed air entered the rig, passed through a
regulator and a 200-mm-diameter pipe equipped with acous-
tic treatment and flow straightening screens, then exhausted
from a round convergent nozzle with a 25.4-mm exit diam-
eter. In the present studies, the jet was operated at moderate
and high underexpansion with NPR between 3.38 and 4.74.
The flow exhausted onto a 3053305-mm plate oriented per-
pendicular to, and traversed along, the jet axis with nozzle-
to-plate spacings between 2.54 and 12.7 cm.

Far-field acoustic measurements were made with a cali-
brated 1

4-in. Bruel & Kjaer-type 4135 microphone directed
toward the center of the plate. The signals were analyzed
with an Ono Sokki-type CF-5200 spectrum analyzer.

The light source used for the schlieren and shadowgraph
systems was a Photonics Analysis Pal Flash with a spark
duration of approximately 1–2ms. Collecting and focusing
lenses were used to focus the light onto a small circular
aperture located at the focal point of a 152-mm-diameter
spherical mirror with a 152.4-cm focal length. The parallel
light rays from the spherical mirror passed through the test
section to a second 152-mm-diameter spherical mirror with a
152.4-cm focal length. A flat mirror was used to direct the
light rays to a lens used to focus the image onto 35-mm film.
For the schlieren photographs, the knife edge was oriented
perpendicular to the jet axis. The light source for the phase-
locked photographs was triggered by a pulse from a pro-
grammable Wavetek model 395 waveform generator that was
triggered by a pulse from a Yokogawa-type DL708E digital
oscilloscope at different positions in the oscillation cycle, but
not the same cycle. The filtered signal from the far-field mi-
crophone was used as the reference signal for the oscillo-

FIG. 1. The flow structure of the supersonic impinging jet.
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scope. A photo-diode signal was recorded on the digital os-
cilloscope to determine the exact location in the oscillation
cycle for each photograph.

IV. RESULTS

A. Acoustic measurements

Impingement tones are quite intense with amplitudes of-
ten exceeding the local broadband noise by more than 10 dB
@see Henderson and Powell~1993!#. Multiple tones can occur
and are often not harmonically related. In this section, only
the data for the fundamental frequencies are presented and
only for tones exceeding the local broadband noise by at
least 5 dB.

The data from the present study, the studies of Hender-
son and Powell~1993!, and the studies of Krothapalliet al.
~1999!, are shown in Fig. 2. The acoustic data from Kroth-
apalli et al.were obtained for ideally expanded flow exhaust-
ing from a convergent–divergent nozzle with a lift gate
~nozzle reflector!, and the data from the studies of Henderson
and Powell~1993! were obtained for an underexpanded jet
exhausting from a convergent nozzle. Large impinging plates
were used in all of the studies. Henderson and Powell~1993!
identified the jet disturbances associated with the tones fall-
ing along the L1 line as symmetrical.

Although there are significant differences in the struc-
ture of the ideally expanded and underexpanded jets, the
tonal characteristics of these jets are somewhat similar. Both
types of jets produce impinging tones that display staging
behavior. However, staging behavior is more common for the
ideally expanded jet. The frequencies produced by both jets
often fall along the L1 line for 1.5,h/d,3.5, although mul-
tiple tones appear to be common for the ideally expanded jet.

The most notable difference in the tonal characteristics
of the ideally expanded and underexpanded impinging jets is
the occurrence of ‘‘zones of silence’’ for underexpanded flow
that is not present for shock-free flows. The zones of silence
where no discrete tones are produced are indicated in Fig. 3.
The tones labeled primary tones have the largest amplitudes
in the spectra, while secondary and tertiary tones have large,
well-defined spectral peaks but their amplitudes are less than
those of the primary tones. Although data forh/d greater
than 5 were not taken in the present study, Henderson and
Powell ~1993! found that, as the nozzle pressure ratio in-
creased beyond 3.38, limited tonal production occurred for
h/d greater than 5. Tones that were produced for nozzle-to-

plate spacings between 5 and 10 nozzle exit diameters may
have been related to choked jet screech. The data in Fig. 3
show that the nozzle-to-plate locations where zones of si-
lence occur depend on NPR and do not occur for spacings
less thanh/d54 for higher pressures~NPR greater than or
equal to 4.50!. The data presented by Henderson and Powell
also indicate that the zones of silence are affected by plate
diameter. Krothapalliet al. ~1999! found that tones occur
continuously for spacings up to~and perhaps beyond! 10
nozzle diameters, indicating that the zones of silence are a
phenomenon unique to the underexpanded jet. Since the jet
and shock-wave structures are significantly different in these
two cases, it appears that the production of impinging tones
is affected by the shock-wave structure.

The data from Henderson and Powell~1993! closely
overlap the data from the present study, indicating that im-
pinging tones are reasonably independent of experimental
apparatus and nozzle contour.

FIG. 2. Acosutic data from the present study, the studies of Henderson and
Powell ~1993! ~H & P!, and the studies of Krothapalliet al. ~1999! ~K!.

FIG. 3. The acoustic data for~a! NPR53.80; ~b! NPR54.15; and~c!
NPR54.50. The primary, secondary, and tertiary tones are represented by
L, h, and n, respectively. The free-jet cell endings are represented by
- - and the zones of silence are shown by the shaded areas.
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B. Random schlieren and shadowgraph photographs

The sound wavefronts associated with impinging tones
can be impulsive or nonimpulsive and are centered on the
near-wall region as shown in Fig. 4. Nonimpulsive waves are
generally associated with smaller nozzle-to-plate~less than
h/d51.8! spacings and lower pressures~NPR less than
4.15!. Secondary wavefronts with much shorter wavelengths
than the impinging tones are also observed to radiate from
the shock waves in the jet for some operating conditions. The
frequencies of the secondary waves are above the detection
range of the microphones used in the experiments and are
not the focus of this paper.

A series of random shadowgraph photographs taken at
NPR equal to 4.15 and 4.50 is shown in Figs. 5 and 6. The
values ofh/d where these photographs were taken are indi-
cated in Fig. 3. As shown in Fig. 5~a!, when the nozzle-to-
plate spacing is less than one free-jet cell length, the first
shock wave is located near the nozzle. The oblique portion of
the shock wave has an angle of approximately 65° and a
large Mach disk lies in the central region of the jet. An an-
nular standoff shock wave occurs in front of the plate and
collapses during a portion of the oscillation cycle. Ash/D
increases to 1.38, the first shock wave moves downstream,
the diameter of the Mach disk decreases, and impulsive
sound waves are observed to radiated from the near-wall
region@see Fig. 5~b!#. The angle of the oblique portion of the
shock wave has decreased slightly to 57°. Waves are ob-
served in the central region of the jet between the first shock
wave and the standoff shock wave. Photographs taken at a
slightly higher NPR and approximately the same free-jet cell
location are shown in Fig. 6~a!. In these photographs, the
standoff annular shock wave collapses for a portion of the
oscillation cycle.

When the plate is located ath/D51.57 @see Fig. 5~c!#,
L2 tones are emitted by the jet. For this spacing, the first
shock has moved downstream from its position in Fig. 5~b!
and has an oblique angle of 49°. The diameter of the Mach

disk is smaller than in Figs. 5~a! and~b!, and a second shock
wave begins to form and change shape dramatically through-
out the oscillation cycle. The second shock at times develops
an almost conical shape as occurs in the free jet and at other
times, becomes more dome shaped. A third shock wave, an
annular standoff shock wave, forms in front of the plate.
Sound waves are observed to radiate from the near-wall re-
gion and higher frequency waves appear to radiate from the
shock waves in the jet. Due to the symmetric nature of the
oscillations, the tones falling along the L2 line appear to be
associated with symmetrical jet disturbances, but the oscilla-
tion cycle may be quite different from that associated with
the L1 tones.

The first zone of silence is reached forh/D51.78 when
the NPR is equal to 4.15. The photograph in Fig. 5~d! was
taken at this location. The first shock wave is now located in
the free-jet position. A stable dome-shaped second shock
wave and an annular standoff shock wave reside close to the
plate.

When the nozzle-to-plate spacing is increased slightly to
h/D51.83 and 1.90, L1 tones are produced and the jet struc-
ture once again begins to oscillate. As shown in Figs. 5~e!
and 6~b!, an oscillating second shock wave occurs down-
stream of the first shock wave and a third shock wave is
periodically formed in front of the plate. During portions of
the oscillation cycle, the third shock wave disappears.

Photographs taken for plate spacings greater than two
free-jet cell lengths where no tones are produced are shown
in Figs. 5~f! and~g!. The second shock wave is located close
to the free-jet location and has a conical shape as occurs in
the free jet. A third stable shock wave appears in front of the
plate.

The axial locations of the first and second shock waves
for a range of nozzle-to-plate spacings and NPR are shown in
Fig. 7. For the operating conditions where shock oscillations
occurred, the average shock position was determined from
available photographs. As shown in the figure, the shock
locations depend highly on the plate location in the free-jet
cell structure and only slightly on NPR. The first shock wave
forms in the free-jet location for nozzle-to-plate distances
greater than approximately 1.6 cell lengths. The second
shock wave forms in the free-jet location for nozzle-to-plate
distances greater than approximately 2.2 cell lengths.

Instability regions for a range of NPR and nozzle-to-
plate spacings are shown in Fig. 8. When the nozzle-to-plate
spacing is slightly greater than two free-jet cell lengths, tones
are not produced and the second shock wave is in the free-jet
location. As indicated in the figure, the first unstable zone
ends for NPR less than 3.8 when the first shock develops a
conical shape. A Mach disk forms for all nozzle-to-plate
spacings at NPR greater than, or equal to, 3.8. Tones occur-
ring at larger spacings and displaying staging behavior
around the choked jet screech frequency have been omitted
from the plot since these tones are likely related to choked jet
screech.

C. Phase-locked shadowgraph studies

Phase-locked photographs are presented in Figs. 9 and
10. The beginning of the oscillation cycle has been arbitrarily

FIG. 4. Schlieren photographs taken at~a! NPR53.45 andh/d51.7 and~b!
NPR54.15 andh/d51.9.
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chosen to correspond with the photographs in Figs. 9~a! and
10~a!. The time delay,t, between Figs. 9~a! and 10~a! and
subsequent photographs is represented as a fraction of the
period,T, in one cycle, although the photographs were taken

in different cycles. For both operating conditions, the jet pro-
duced a single discrete frequency tone falling along the L1 in
line in Fig. 2.

The photographs in Fig. 9 were taken ath/D50.96 and

FIG. 5. Shadowgraph photographs taken at NPR54.15 and~a! h/D50.95 ~L1 tone!; ~b! h/D51.38 ~L1 tone!; ~c! h/D51.57 ~L2 tone!; ~d! h/D51.78 ~no
tone!; ~e! h/D51.90 ~L1 tone!; ~f! h/D52.13 ~no tone!; and ~g! h/D52.60 ~no tone!.
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NPR54.15. As shown in Fig. 9~a!, the first shock wave
forms close to the nozzle exit and has an oblique angle of
approximately 67°. A Mach disk with a large diameter forms
along the central region of the jet. A very weak standoff
shock can be seen in the outer regions of the jet near the
plate. The slip stream dividing the inner subsonic flow be-
hind the Mach disk and the supersonic flow behind the ob-
lique shock wave appears to move outward with increasing
distance from the nozzle. Due to the large oblique shock
wave angle, the flow in the outer regions of the jet must be at
low supersonic speeds. A sound wave is also evident in the
stationary medium near the nozzle exit. As time progresses,
the first shock wave moves slightly upstream, the radius of
the first Mach disk increases slightly, and the standoff shock

wave disappears as shown in Fig. 9~b!. The location of the
slip stream indicates that the majority of the flow down-
stream of the first shock wave is now subsonic and the flow
transitions near the plate through a compression region rather
than a shock wave. Att/T50.41 @see Fig. 9~c!#, the oblique
angle of the first shock wave decreases to 60° and a strong
standoff shock wave appears. A region of strong second den-
sity gradient also appears in front of the plate and may be
associated with a series of sound waves or a region of chang-
ing entropy as occurs in the model proposed by Kuo and
Dowling ~1996!. A sound wave radiates from the near-wall
region. Near the end of the oscillation cycle@see Fig. 9~d!#,
the region between the standoff shock wave and plate
changes and the region of the strong second density gradient

FIG. 6. Shadowgraph photographs
taken at NPR54.50 and ~a! h/D
50.95 ~L1 tone! and ~b! h/D51.83
~L1 tone!.

FIG. 7. The axial locations of the first and the second shock waves. FIG. 8. The unstable regions of the impinging jet.
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observed in Fig. 9~c! disappears. The sound near the im-
pingement region in Fig. 9~c! has now moved upstream. The
point labeledx/r 51.6 in Fig. 9~c! will be discussed in Sec.
IV ~d!.

Phase-locked photographs taken at a nozzle-pressure ra-
tio of 3.80 andh/D51.35 are shown in Fig. 10. Near the
beginning of the oscillation cycle@see Fig. 10~a!#, the stand-
off shock wave is dome shaped and must be moving up-
stream so that the flow behind the first Mach disk is super-
sonic relative to a coordinate system fixed to the moving
shock wave. In Figs. 10~b! and~c!, the standoff shock wave
moves downstream and must have an annular shape. A series

of waves in the central region of the jet and jet disturbances
near the first shock wave are observed in the photographs. In
Fig. 10~d!, the standoff shock wave is located close to the
plate. Toward the end of the cycle, the standoff shock wave
disappears, as shown in Figs. 10~e! and ~f!.

In the photographs of Fig. 10, the oblique angle of the
first shock wave varies between 52° and 63°. The minimum
oblique angle occurs at the beginning of the cycle when the
second shock wave moves upstream. The maximum oblique
angle occurs in Fig. 10~c!, when the waves are observed in
the central region of the jet.

An intense and impulsive sound wave radiating from the

FIG. 9. Instantaneous phase-locked
photographs taken at NPR54.15 and
h/D50.96 for ~a! t/T50; ~b! t/T
50.15; ~c! t/T50.41; and ~d! t/T
50.72.

FIG. 10. Instantaneous phase-locked
photographs taken at NPR53.80 and
h/D51.35 for ~a! t/T50; ~b! t/T
50.12; ~c! t/T50.28; ~d! t/T50.48;
~e! t/T50.60, and~f! t/T50.78.
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near-wall region is observed near the nozzle exit in Fig.
10~d!, and high-frequency sound waves radiating from the
first shock wave and the standoff shock wave are visible in
Figs. 10~b!, ~c!, and ~e!. The high-frequency sound is most
likely produced by the interaction of the jet disturbances,
visible in Fig. 10~c!, with the first and standoff shock waves,
while the low-frequency impingement tones appear to be as-
sociated with impulsive changes of the flow in the near-wall
region.

Phase-locked photographs taken at nozzle-to-plate spac-
ings less thanh/D51.0 and NPR equal to 3.80 indicate that,
for lower pressures and small plate spacings, the sound
waves appear less impulsive and the standoff shock wave
does not always collapse during a portion of the oscillation
cycle. However, the standoff shock wave appears to periodi-
cally weaken and the flow in the standoff and near-wall re-
gions changes significantly throughout the cycle.

A plot of the shock wave motion over one cycle for
NPR53.80 andh/D51.35 is shown in Fig. 11. The standoff
shock wave moves downstream for approximately the first
70% of the cycle, then abruptly disappears. The first shock
wave remains relatively stationary. As indicated in the figure,
the sound appears to be emitted near the point in the oscil-
lation cycle where the standoff shock wave disappears. This
point was estimated by calculating the time required for the
sound wave in Fig. 10~d! to propagate from the near-wall
region to the nozzle exit in the surrounding media. The sud-
den change in the impingement flow structure is consistent
with impulsive sound waves produced at a single time in the
oscillation cycle.

D. Plate pressure measurements

Unsteady plate pressure measurements at different radial
locations were taken by Henderson~1993! for operating con-
ditions that correspond closely to those used in Fig. 9. A
single peak appeared in the frequency spectra of the pressure
data with a frequency equal to that of the emitted acoustic
tone. The acoustic tone fell along the L1 line indicated in
Fig. 2.

The amplitudes of the pressure fluctuations occurring at
the L1 frequency are plotted in Fig. 12. The pressure at the
plate center has been used for normalization. The pressure
amplitude is higher in the impingement region, drops off
rapidly at approximately 1.2 jet radii, and then increases to a

secondary maximum near 1.6 jet radii. A higher amplitude is
expected in the impingement region when plane waves move
along the central region of the jet. The plate location corre-
sponding to the secondary pressure maximum (x/r 51.6) is
indicated in Fig. 9~c!. The sound source appears to be located
in the flow adjacent to the wall at this radial location. The
secondary pressure maximum may be the result of the mo-
tion of the expansion and compression regions in the near-
wall jet as the standoff shock wave oscillates.

V. DISCUSSION

Large plate tones are often associated with impulsive
wavefronts produced in the near-wall region. The sound ap-
pears to be produced when the standoff shock wave collapses
for a portion of the oscillation cycle. Moderately and highly
underexpanded jets usually produce impinging tones when a
Mach disk occurs along the central region of the jet. Tones
cease when a conical shock wave appears in the flow. Tones
also cease when the first and second shock waves are in the
free-jet location, but this is most likely due to the fact that
the second shock wave is conical.

Large plate impinging tones are part of a feedback loop
to the nozzle@see Henderson and Powell~1993!#. One-
dimensional models that limit the resonance region to the
impingement region do not produce a strong resonance con-
dition @see Morch~1964!# unless entropy changes are con-
sidered@see Kuo and Dowling~1996!#. However, when a
strong resonance condition is achieved, the predicted reso-
nance frequencies match discrete frequencies produced by
small impinging plates. Although plate pressure measure-
ments indicate that plane-wave motion occurs in the im-
pingement region, the flow instability for large plate imping-
ing tones must be driven by downstream propagating
disturbances created at the nozzle exit by acoustic waves.

When jet disturbances interact with the first shock wave,
the shock wave distorts and measurable changes in the coni-
cal shock-wave angle and changes in the sonic line position
behind the shock wave are observed. Sound waves are also
emitted by the jet disturbance–shock wave interaction. As
the sonic line distorts, the successive pattern of expansion
and compression waves in the supersonic region of the jet
distorts. A point in the cycle is reached where the compres-

FIG. 11. Shock wave motion over one oscillation cycle for NPR53.80 and
h/D51.35.

FIG. 12. Plate pressure amplitudes measured at the L1 tone frequency for
NPR54.06 andh/D51.05, wherex is the distance from the plate center,r
is the nozzle exit radius,prms is the root-mean-square pressure amplitude,
andpcl is the centerline pressure amplitude.
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sion waves reflected from the sonic line no longer merge into
a standoff ~often annular! shock wave, and the standoff
shock wave collapses. Shadowgraph photographs indicate
that, as the nozzle-to-plate distance increases, the flow insta-
bility appears to be enhanced by wave motion in the central
subsonic region of the jet. This observation is consistent with
plate pressure measurements. However, the relative impor-
tance of these waves in the flow instability process is still not
well understood.

Periodic changes in the near-wall region are associated
with changes in the impingement region. The successive pat-
tern of expansion and compression regions in the near-wall
flow ~see Sec. II! distorts when the flow in the impingement
region oscillates and the standoff shock wave collapses. As
the expansion and compression regions periodically distort,
the pressure gradients in the near-wall region change and the
jet boundary oscillates. The occurrence of a secondary plate
pressure peak occurring at the instability frequency is evi-
dence of the oscillating pressure gradient in the near wall
region. Carling and Hunt~1974! observed local separation
for some operating conditions in their steady impinging jet
experiments. Unsteady local separation may occur in the un-
steady jet and enhance the oscillations of the jet boundary.
The impulsive sound is most likely produced by the oscillat-
ing jet boundary in the near-wall region. The model proposed
by Glaznev~1977! for small plate tones that consisted of an
oscillating conical surface may perhaps have an application
to large plate impinging tones.

Sound production ceases when a conical shock wave is
formed because the conical shock-wave angles are relatively
small and supersonic flow occurs across the entire flow
downstream of the shock wave. Distortions of the shock
wave upon interaction with the downstream propagating jet
disturbances do not result in subsonic flow. The jet transi-
tions to subsonic speeds upstream of the plate through a
stable standoff shock wave, and the near-wall flow remains
relatively steady.

A better understanding of the flow in the impingement
and near-wall regions is necessary to fully understand the
sound production mechanism. The connection between an
oscillating stagnation bubble, plane-wave motion in the im-
pingement region, local separation in the near-wall region,
and the production of large plate impinging tones is not well
understood and requires further investigation.

VI. CONCLUSIONS

Impinging tones produced by jets at moderate and high
underexpansion originate from oscillations of the flow in the
near-wall jet. Changes in the near-wall region of the jet are
associated with the collapse of the standoff shock wave dur-
ing a portion of the oscillation cycle. Tones are produced
when a Mach disk occurs in the flow and cease when the first
or second shock waves develop a conical shape. Tones cease
for nozzle-to-plate spacings greater than approximatelyh/D
52.2, which is the first plate location where both the first
and second shock waves have the same shape and location in
the free and impinging jets. For plate locations greater than
h/D52.2, the second shock wave has a conical shape.
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A method for extracting the normal modes of acoustic propagation in the shallow ocean from sound
recorded on a vertical line array~VLA ! of hydrophones as a source travels nearby is presented. The
mode extraction is accomplished by performing a singular value decomposition~SVD! of individual
frequency components of the signal’s temporally averaged, spatial cross-spectral density matrix. The
SVD produces a matrix containing a mutually orthogonal set of basis functions, which are
proportional to the depth-dependent normal modes, and a diagonal matrix containing the singular
values, which are proportional to the modal source excitations and mode eigenvalues. The
conditions under which the method is expected to work are found to be~1! sufficient depth sampling
of the propagating modes by the VLA receivers;~2! sufficient source–VLA range sampling, and~3!
sufficient range interval traversed by the source. The mode extraction method is applied to data from
the Area Characterization Test II, conducted in September 1993 in the Hudson Canyon Area off the
New Jersey coast. Modes are successfully extracted from cw tones recorded while~1! the source
traveled along a range-independent track with constant bathymetry and~2! the source traveled
up-slope with gradual changes in bathymetry. In addition, modes are successfully extracted at
multiple frequencies from ambient noise. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1432982#

PACS numbers: 43.30.Bp, 43.30.Xm, 43.30.Wi@DLB#

I. INTRODUCTION

This paper investigates a method for determining the
depth-dependent mode functions of underwater acoustic
propagation using measurements on a vertical line array
~VLA !. The approach does not require anya priori informa-
tion about the sound-speed profile in the water column or the
geoacoustic profile of the bottom. The focus of this paper is
on using a loud source of opportunity, such as a passing ship,
to provide the data from which the mode functions are ob-
tained.

Although we refer to the procedure just described as
‘‘mode extraction,’’ that term has also been used for the pro-
cedure of matching modeled mode shapes to measured data
on a VLA to decompose the field into modal components
~see, for example, Ref. 1!. This method allows the different
modal contributions to be identified and isolated, but it re-
quires an estimate of the ocean’s acoustic parameters to gen-
erate the modeled mode shapes. In contrast, the objective of
the current method is to extract mode shapes from VLA data
directly, with noa priori information.

The mode extraction technique explored here is similar
to several other approaches that use an eigenvalue decompo-
sition of a spatial cross-spectral density matrixC to obtain
the depth-dependent mode functions. In Ref. 2, a dominant
source at a fixed range is assumed,C is formed by averaging
the outer products of measured pressure spectra over
multiple-frequency bins in a narrow band, and a requirement
related to the temporal separation of the modal pulse arrivals
is derived. In Refs. 3 and 4, ambient noise from the ocean
surface is assumed, andC is formed by averaging over time.

In the present work, a dominant source traversing a signifi-
cant range interval is assumed,C is formed by averaging
over time, and a requirement related to the range interval is
derived.5 This approach was also used in Ref. 6.

The remainder of the paper is organized as follows. In
Sec. II the required experimental setup, the theory of singular
value decomposition~SVD!, and its relationship to the ex-
pression for the pressure field as a sum over the depth-
dependent normal modes are presented. The requirements for
the SVD of the pressure field to yield reliable depth-
dependent normal modes are examined, and the efficiency
advantages of performing the SVD on the cross-spectral den-
sity matrix are then outlined. This is followed by a brief
explanation of how the multiple-frequency and ambient-
noise approaches are related to the current work.

Section III contains the results of mode extraction per-
formed using experimental data taken in the Hudson Canyon
area in September 1993.7 Results are shown for mode extrac-
tion using data from a towed cw source. First, the results
using data recorded along a range-independent source track
are presented, followed by the results using data from a
slightly range-dependent source track. Finally, the results of
mode extraction using ambient noise recorded prior to the
experiment are given. In the concluding section, Sec. IV, the
mode extraction technique and results are summarized, and
applications of the method are discussed.

II. THEORY: MODE EXTRACTION FROM VLA DATA

The experimental setup required for the mode extraction
technique consists of a source moving outward in range in
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the vicinity of a vertical line array~VLA ! of NZ hydro-
phones, as shown in Fig. 1~a!. The sound pressure at each
hydrophone is recorded over a time interval during which the
source–receiver range isr 1 ,r 2 ,...,r NR

, whereNR is the total
number of ranges. An equivalent experimental setup in a
range-invariant environment consists of a stationary source
in the vicinity of a moving VLA, as shown in Fig. 1~b!. In
both cases, the pressure time series is measured at each of the
NZ receiver depths and at each of theNR source–receiver
ranges. The frequency components of the time series are ob-
tained by performing a fast Fourier transform~FFT!. For an
FFT integration timeTw , the frequency bin spacing isD f
51/Tw . For each frequency component or bin, the FFT
yields anNZ3NR complex matrixP

P5F p~z1 ,r 1! p~z1 ,r 2! ¯ p~z1 ,r NR
!

p~z2 ,r 1! p~z2 ,r 2! ¯ p~z2 ,r NR
!

] ]� ]

p~zNZ
,r 1! p~zNZ

,r 2! ¯ p~zNZ
,r NR

!

G . ~1!

The elements ofP may be written according to normal-
mode theory as

pi j [p~zi ,r j !5
A2peip/4

r~zs!
(

m51

NM

f̄n~zs!f̄n~zi !
eiknr j

Aknr j

, ~2!

where f̄n(z) are the orthonormal, depth-dependent mode
functions. For the trapped modes, it is a good approximation
that

E
0

H f̄n~z!f̄m~z!

r~z!
dz5dnm , ~3!

whereH is the depth of the half-space.8 The expression for
p(zi ,r j ) is used to demonstrate how a matrix operation
called singular value decomposition~SVD! can yield the
depth-dependent modesf̄n(z). We first describe the general
properties of the SVD and then explain how the SVD of the
matrix P produces the depth-dependent modes.

A. Singular value decomposition

The SVD of anN3M complex matrixA is

A5USV†, ~4!

where † indicates the conjugate transpose of the matrix,S is
a real diagonal matrix with elements in order from largest to
smallest down the diagonal, and the columns of bothU and
V satisfy the orthonormality condition

(
i 51

N

UinUim* 5(
i 51

M

VinVim* 5dnm , ~5!

where* indicates complex conjugation. SinceS is diagonal,
each element ofA may be written as

ai j 5 (
k51

N

uikskkvk j* . ~6!

B. The connection between the SVD and the normal
modes

Recognizing the similarity between the orthonormality
conditions of the modes in Eq.~3! and the singular vectors in
Eq. ~5!, we express the pressure matrixP, defined by its
elements in Eq.~2!, as a product of matrices as in Eq.~4!

P5eip/4F̄LR, ~7!

whereF̄, L, andR are given by

F̄5
1

Ar~zs! F f̄1~z1! f̄2~z1! ¯ f̄NM
~z1!

f̄1~z2! f̄2~z2! ¯ f̄NM
~z2!

] ] � ]

f̄1~zNZ
! f̄2~zNZ

! ¯ f̄NM
~zNZ

!

G ,

~8!

L5
A2pNR

Ar~zs! 3
1

Ak1

f̄1~zs! 0 ¯ 0

0
1

Ak2

f̄2~zs! ¯ 0

] ] � ]

0 0 ¯

1

AkNM

f̄NM
~zs!

4 , ~9!
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R5
1

ANR 3
eik1r 1

Ar 1

¯

eik1r NR

Ar NR

eik2r 1

Ar 1

¯

eik2r NR

Ar NR

] � ]

eikNM
r 1

Ar 1

¯

eikNM
r NR

Ar NR

4 , ~10!

where factors ofANR and 1/ANR have been included in Eqs.
~9! and~10!, respectively, to reflect the size of the statistical
ensemble.

We now examine the conditions under which the mode
decomposition matricesF̄, L, andR correspond to the sin-
gular value decomposition matricesU, S, andV. In order for
F̄ in Eq. ~8! to correspond toU of Eq. ~4!, the orthonormal-
ity condition given in Eq.~5! must hold:

(
i 51

NZ

F̄ inF̄ im5(
i 51

NZ f̄n~zi !f̄m* ~zi !

r~zs!
5
? dnm , ~11!

where the notation5? indicates an approximate equality that
has not yet been demonstrated.

The summation in Eq.~11! is a good approximation to
the integral in Eq.~3! provided that~1! the mode functions
are well sampled by the receivers in depth;~2! the density of
the water is nearly constant; and~3! the possibly nonuniform
depth sampling is accounted for by weighting each term of
the summation in Eq.~11! by the average element spacing.
Clearly, modes that have significant amplitudes in the bottom
cannot be well sampled by a VLA in the water column.
Therefore, the fields at short ranges, where bottom-
penetrating modes are significant, should not be used to form
P in Eq. ~1!.

The matrixL in Eq. ~9! corresponds to the matrixS in
Eq. ~4! because it is diagonal and predominantly real. The
latter condition holds because, especially for the modes that
propagate to fairly long ranges, Re(kn)@Im(kn) and Re(f̄n)
@Im(f̄n). Note that the diagonal elements ofL are not nec-
essarily in decreasing order but may be rearranged to be so
as long as the corresponding columns ofF̄ and the rows of
R are also rearranged. Because the values ofL are propor-
tional to the modal source excitation, the strongest propagat-
ing modes are found in the left-most columns ofU.

An important point regarding the matrixS is that if two
or more of the singular values inS are nearly equal, the
corresponding singular vectors inU are not uniquely
determined,9 and, as a result, the desired depth-dependent
modes are linear combinations of the columns ofU. A good
criterion for determining when extracted mode functions are
not valid, developed by examining simulated data, is that
those with adjacent singular values within 5%–10% of each
other, when scaled by the largest singular value,can be de-
generate, although many are well extracted.10 Problems as-
sociated with close adjacent singular values are more likely
to occur at higher frequencies because more modes are
present in the waveguide, and hence there is a higher prob-
ability of two modes having close modal source excitations.

Finally, with regard to the third matrices of Eqs.~7! and
~4!, R of Eq. ~10! must satisfy Eq.~5!

(
j 51

NR

Rn jRm j* 5(
j 51

NR ei ~kn2km* !r j

NRr j
5
? dnm . ~12!

In order for all the columns ofP to be weighted equally, the
following amplitude normalization is performed:

(
i 51

NZ

p~zi ,r j !p~zi ,r j !* 51. ~13!

As a result, the loss factors and the relative source ampli-
tudes are effectively removed from the fieldP. After the
amplitude normalization, the orthonormality condition in Eq.
~12! becomes

Dnm5(
j 51

NR

Rn jRm j* 5(
j 51

NR ei Re~kn2km!r j

NR
5
? dnm . ~14!

The number of revolutions the elements of the sumDnm

complete in the complex plane is

nrot5
Re~kn2km!Dr

2p
, ~15!

whereDr 5r max2rmin is the range interval. The dependence
of uDnmu on nrot is illustrated in Fig. 2. Details regarding the
parameters used are given in the figure caption. It is clear
from Fig. 2 that asnrot increases, the exponential terms in the
summation, fornÞm, tend to cancel out, and the numerator
of Eq. ~14! is much less than the denominatorNR . Thus,
when nrot is large, the off-diagonal components ofRR† are
very small, and Eq.~14! holds approximately.

Guidelines have been developed, using simulated data,
for selecting approximate source–VLA ranges that make Eq.
~14! hold and thus optimize the performance of the mode

FIG. 1. Plot ~a! shows a source~solid dots! moving in the vicinity of a
vertical line array~VLA ! of hydrophones~circles!. The source depth iszs ,
and the source to VLA ranges at successive times arer j , with j
51,...,NR . The hydrophones on the VLA are at depthszi , with i
51,...,NZ . Plot ~b! illustrates an equivalent geometry in a range-invariant
environment, namely a stationary source at depthzs ~solid dot! with a mov-
ing VLA. The VLA is shown at different times, corresponding to the
source–receiver rangesr j with j 51,...,NR .
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extraction technique. First, the range samplingdr should be
sufficiently small that the field is sampled in range~or time!
finely compared to the minimum interference distance, de-
fined by the maximum difference in horizontal wave number

~dr !!~Cnm!min , ~16!

whereCnm52p/ukm2knu is the modal cycle distance.
Second, the approximate range interval traversed by the

source should be large compared to the maximum modal
cycle distance

Dr @~Cnm!max, ~17!

which means the elements of the sum in Eq.~14! complete a
large number of revolutions in the complex plane. In shallow
water, this condition is typically most difficult to achieve for
neighboring low-order modes.

Third, the number of significant propagating modes
should be relatively constant over the range interval. In shal-
low water, the trapped modes often have exponentially de-
caying tails in the bottom and are attenuated as they travel
from the source to the receivers. When the number of sig-
nificant modes changes within the range interval, the form of
P no longer fits that of the SVD, and the mode extraction is
less successful. A constant number of propagating modes is a
frequency-dependent condition that is more stringent for
higher frequencies. Thus, a large range extentDr and a small
range ratio r max/rmin is the ideal case because the same
amount of relative modal attenuation occurs each time the
range is doubled.

In summary, the optimum conditions for the SVD ofP
to result in a matrixU that corresponds to the depth-
dependent mode functions are~1! the receivers must sample
the propagating modes sufficiently well in depth;~2! the
range extentDr must be sufficiently large and sampled
finely; and ~3! the number of propagating modes over the
range interval needs to be fairly constant. An additional re-
quirement is that the signal-to-noise ratio needs to be posi-
tive. Since no information about the source, such as depth,
exact range, or relative phase is needed, the mode extraction
can be performed using a source of opportunity such as a
passing ship.

Although the modes can be extracted by performing an
SVD on theNZ3NR pressure matrixP at each frequency, the
efficiency of the calculation can be improved, since typically,

NZ!NR , by using the cross-spectral density matrixC
5PP† instead. The cross-spectral density matrix at each fre-
quency is a squareNZ3NZ matrix that may be obtained by
range averaging the outer products of the depth-dependent
fields p̄(r n)

C5PP†5F p̄~r 1!

]

p̄~r NR
!
G @ p̄~r 1!,...,p̄~r NR

!#

5 (
n51

NR

p̄~r n! p̄†~r n!. ~18!

Using the matrix representation ofP in Eq. ~7!, C can be
expressed as a product of three matrices

C5PP†5F̄LRR†LTF̄†'F̄L2F̄†, ~19!

whereRR†'1 when the conditions for orthonormality, dis-
cussed previously, are met. Therefore, the three matrices re-
turned from an SVD ofC can be identified asU5V5F̄ and
S5L2. Note thatC is Hermitian, and, therefore, an SVD of
C produces identicalU andV matrices. In addition, the num-
ber of VLA receiversNZ must be at least as large as the
number of propagating modes that contribute significantly to
the field.

C. Additional configurations for mode extraction

The argument has been presented that a source travers-
ing a sufficiently large range extent produces a pressure ma-
trix P on a VLA that can be expressed as the product of three
matrices that satisfy the same conditions as the matrices ob-
tained from the singular value decomposition. Two other
source–receiver configurations have been shown to lead to a
pressure matrix that can be similarly decomposed. The re-
quirement for successful mode extraction in each case is that
the third matrix in a matrix representation ofP @see Eq.~7!#
be approximately orthonormal@RR†'1#. When this condi-
tion holds, the spatial cross-spectral density matrixC reduces
to the expression in Eq.~19!, and the SVD ofC yields the
mode functions. Brief derivations of the two other ap-
proaches are given below.

1. Single range and multiple frequencies

In Ref. 2, the pressure field in a narrow frequency band
B at a single source–VLA ranger o is used to construct an
NZ3NF pressure matrixP versus depth and frequency bin.
The elements ofP are expressed, similar to Eq.~2!, as

pi j [p~zi , f j !5
A2peip/4

r~zs!
(
n51

NM

f̄n~zs!f̄n~zi !
eikn~ f j !r o

Akn~ f j !r o

,

~20!

where the mode functionsf̄n(z), which in reality depend
weakly on frequency, are assumed constant over the band-
width in order to perform the following decomposition.P
can be expressed as the product of three matrices, as in Eq.
~7!

P5eip/4F̄LfF, ~21!

FIG. 2. Dependence ofuDnmu from Eq. ~14! on nrot from Eq. ~15!. In con-
structing the plot,r min was taken to be 6 km andr max was varied from 6–14
km, causingnrot to increase from 0 to 9.2. The value Re(kn2km)50.0072
was taken to be the minimum eigenvalue separation for 200-Hz propagation
in the ACT-II environment examined in Sec. III.
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whereF̄ is given by Eq.~8!, Lf is a real, diagonal matrix,
and the elements ofF are

Fn j5
eikn~ f j !r o

ANFkn~ f j !
. ~22!

The orthonormality condition,FF†'1, equivalent to Eq.
~14!, is

(
j 51

NF

Fn jFm j* 5(
j 51

NF ei Re@~kn~ f j !2km~ f j !#r o

NF
5
? dnm . ~23!

For this configurationnrot , equivalent to Eq.~15!, is given
by

nrot5
r o

2p
$@kn~ f max!2km~ f max!#2@kn~ f min!2km~ f min!#%,

~24!

where f min and f max are the minimum and maximum fre-
quency of the band. As illustrated in Fig. 2, the matrixF is
approximately orthonormal whennrot is large. To obtain the
physical condition that corresponds to large values ofnrot ,
both sides of Eq.~24! are divided by the bandwidthB

nrot

B
5

r o

2p Fkn~ f max!2kn~ f min!

B
2

km~ f max!2km~ f min!

B G .
~25!

For sufficiently small bandwidth, Eq.~25! reduces to

nrot

B
5r oF 1

vn
2

1

vm
G , ~26!

wherevn52pd f /dkn is the modal group velocity. In terms
of modal travel times,tn5r o /vn , nrot may be expressed as

nrot5B~tn2tm!. ~27!

Since a pulse of bandwidthB has a nominal duration of 1/B,
Eq. ~27! implies thatnrot.1 when the modal arrivals are
temporally resolved.

2. Uncorrelated sources

In Ref. 3, it is stated that a sheet of uncorrelated, uni-
formly distributed sources near the ocean surface also pro-
duces a pressure matrix that can be expressed as a product of
three matrices similar to Eq.~7!. For this ambient noise case,
the elements of the pressure matrix are the same as those in
Eq. ~2! except the ranger j corresponds to the range from the
VLA to source j ~see Chap. 9, Sec. 2.4 of Ref. 11!. Argu-
ments equivalent to those already presented lead to the con-
clusion that if the uncorrelated sources are distributed finely
enough over a sufficiently large range interval, then the ma-
trix analogous toR in Eq. ~10! satisfiesRR†'1, and the
SVD of P yields the depth-dependent modes.

There are inherent advantages and limitations to using
either ambient noise sources or a traveling source of oppor-
tunity for the mode extraction. One apparent advantage of
using ambient noise is thatP may be constructed using a
relatively short time period, during which the sound-speed
profile is likely to be constant. When using a traveling
source,P must be constructed using a time period that is

sufficiently large for the source to traverse the required range
extent, during which the sound-speed profile could fluctuate.
On the other hand, a possible limiting factor in using ambient
noise for the mode extraction is that the sources are likely to
be distributed at all ranges. The presence of the short-range
sources can lead to difficulty in the mode extraction, as de-
scribed above, because the number of propagating modes
may vary significantly. The shorter ranges can be more easily
excluded when using a traveling source.

III. APPLICATION OF THE MODE EXTRACTION
METHOD TO THE ACT-II DATA

The mode extraction method is now applied to experi-
mental data. In this section, the Area Characterization Test II
~ACT-II ! and the data sets used for mode extraction are de-
scribed. Examples of modes extracted from the data at the
frequencies of a towed cw source while the ship traveled
along ~1! a constant-bathymetry~range-independent! track
and ~2! an up-slope~range-dependent! track are given. Re-
sults of mode extraction using ambient noise recorded on the
VLA are also presented.

A. Source–receiver geometry

The ACT-II experiment was conducted in September
1993 in the Hudson Canyon area of the New Jersey Shelf.
Mode extraction is performed using data obtained during run
TL2 at a location called the AMCOR site, named after the
nearby AMCOR 6010 borehole.12–14 An illustration of the
first two legs of run TL2 is given in Fig. 3. Leg 1 lies along
a region of basically constant bathymetry; leg 2 lies up-
slope.

The VLA, indicated by the X in Fig. 3, consists of 20
vertical elements, 19 of which were connected to the
SEACAL recording system. The interelement spacing and
relative distance of each element from the ocean bottom are
shown in Fig. 4. The water depth is approximately 73 m. The
receivers are concentrated in the lower half of the water col-
umn, where the spacing is 1.905 m. The receiver spacing
near the top of the water column is 7.62 m. The sparseness of
the receivers in the upper part of the water column is not
optimal for the mode extraction technique.

Data from the first two source tracks of run TL2 are used
for mode extraction:~1! a range-independent leg~constant
bathymetry! during which the ship traveled from a source–

FIG. 3. Diagram of the first two legs of the ACT-II TL2 run. The X indicates
the location of the VLA. The segments A and B indicate the range intervals
used in Figs. 5–11.
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VLA range of 22 km towards the array with a true bearing
angle of 37 deg and a minimum source–VLA range of 1 km;
and ~2! a range-dependent leg~up-slope! during which the
ship traveled out to a maximum source–VLA distance of 18
km with a true bearing of 310 deg. A J15-3 source projector
emitted cw tones that were pulsed cyclically~see Ref. 7, Sec.
5.0! and was towed at a depth of 36 m.

B. The ocean environment

During the ACT-II experiment many sound-speed pro-
files were measured using conductivity–temperature–density
casts ~CTDs! and expendable bathy-thermograms~XBTs!.
Examples of the measured profiles are shown in Fig. 4; a
more complete set may be found in Ref. 15.

Descriptions of the ocean bottom in the Hudson Canyon
area are available from other experiments that have been
performed in the area.16 A borehole known as AMCOR 6010
was drilled in 1976,12 and seismic surveying was performed
in the area.17,18 Geoacoustic profile values for the first 50 m
of the ocean bottom from Ref. 15, with attenuation factors
from Ref. 16, are listed in Table I.

C. Modes extracted from a range-independent track

Modes extracted using data from the middle of leg 1 of
run TL2 are now presented. The results of mode extraction at
100, 150, and 200 Hz using data recorded from 0315 to 0420
Z, with Tw50.63 s, corresponding to approximate source–

VLA ranges of 14 to 6 km are shown in Figs. 5–7. This
range interval is labeled section A in Fig. 3 and is sufficiently
large to satisfy the range requirement as illustrated in Fig. 2.
In part ~a! of Figs. 5–7, the extracted modes at the VLA
depths are indicated by the dots. The lines are the mode
functions obtained from the ORCA normal mode model us-
ing measured sound-speed profiles, a nominal water depth of
73 m, and the historical bottom geoacoustic profile given in
Ref. 17. The total number of modes shown in Figs. 5–7
equals the total number of modes found by the model at each
frequency. The modes are generally well extracted. Discrep-
ancies between extracted and modeled modes are expected
and may be caused by either poor mode extraction or by
inaccurate model inputs. The order of the extracted modes
agrees well with the reported source depth of 36 m, since the
mode function amplitudes atzs decrease as the extracted
mode index, which corresponds to the SVD column number,
increases. For example, at 150 Hz in Fig. 6~a!, a source depth
closer to 50 m would lead to the extraction of modes 1 and 3
in the first two columns ofU instead of modes 2 and 4. Part
~b! of Figs. 5–7 contains the scaled singular values. The
singular values are shown to illustrate that extracted modes
with close singular values can be degenerate even though
many are well extracted. An example of degenerate modes is
modes 3 and 4 at 100 Hz in Fig. 5~a!. The corresponding
difference in scaled singular values is 0.03 or 3% of the
largest singular value.

The mode extraction technique works best at lower fre-
quencies when the number of propagating modes is rela-
tively small. However, to test the limits of the method and
develop additional criteria, the results of mode extraction at
300, 400, and 500 Hz are shown in Figs. 8–10. To obtain the

FIG. 4. The ACT-II VLA receivers~circles! and two of the sound-speed
profiles obtained from XBTs. The solid line was measured at 0330 Z and the
dashed line at 0212 Z, day 261.

TABLE I. Table of the sediment properties from Refs. 14, 15, and 17.

Depth
~m!

cp

~m/s!
cs

~m/s!
r

~g/cm3!
ap

~dB/l!
as

~dB/l!

5 1560 138 1.86 0.08 1.04
10 1610 182 1.96 0.13 0.82
20 1740 260 2.09 0.22 1.23
30 1830 326 2.17 0.18 0.82
40 1760 310 2.09 0.09 1.09
50 1710 299 2.03 0.16 1.06

FIG. 5. ~a! Extracted modes~dots! and predicted modes~lines! and ~b! the
corresponding scaled singular values obtained using the 100-Hz tone data
recorded from 0315 to 0420 Z on day 261, leg 1 of run TL2, during which
the ship traveled from ranges of approximately 14 to 6 km. The numbers at
the top of part~a! are the modeled mode numbers.

FIG. 6. Mode extraction results for the tone at 150 Hz. The format is the
same as in Fig. 5.
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best results at the higher frequencies, a larger coherent inte-
gration time,Tw51.26 s, is used to take advantage of the
longer pulse duration and thus increase the SNR. Many of
the low-order modes are well extracted, but, unfortunately,
the high-order modes are not well sampled by the VLA in the
upper part of the water column. The order of the well-
extracted modes again agrees well with the source depth of
36 m. It is evident from part~b! of Figs. 8–10 that the
probability that extracted modes are degenerate because of
close singular values increases with frequency. If an approxi-
mate water depth is known, the degenerate modes can be
identified as those that bear no resemblance to the modeled
mode shapes~see, for example, extracted modes 7 and 8 at
400 Hz in Fig. 9!.

In summary, mode extraction from a range-independent
leg of the ACT-II experiment is quite successful and exhibits
characteristics consistent with our theoretical development:
the modes are extracted better at the lower frequencies; the
higher-order modes cannot be well extracted unless they are
well sampled in depth; and the source depth primarily deter-
mines the order of the extracted modes.

D. Modes extracted from a range-dependent track

Although the mode extraction technique was developed
for a range-independent environment in Sec. II, we now
show that the mode extraction also works for a mildly range-
dependent environment. Using the adiabatic approximation,
which assumes that the modes do not couple in a weakly
range-dependent environment, the expression for the spectral
components of the pressure field at a depthz and ranger
from a source as a sum over normal modes@see Eq.~2!#
becomes

p~z,r !5
A2peip/4

r~zs!
(
n51

`

f̄n~zs ,r s!f̄n~z,r !
ei *0

r kn~r 8!dr8

A*0
r kn~r 8!dr8

.

~28!

During leg 2 of run TL2, the ship traveled away from
the VLA along an up-slope track. The change in water depth
was approximately 12 m over 18 km. The results of mode
extraction at the low frequencies using data taken from the
middle of leg 2 are shown in Fig. 11. Specifically, data re-
corded from 0620 to 0740 Z, which correspond to approxi-
mate ranges of 6 to 15 km and are shown as section B in Fig.
3, are used. The modes are extracted well. Note that the order
of the extracted modes in part~a! of Figs. 5–7 is different
than the order in Fig. 11. In particular, mode 1, which has
larger amplitude at lower depths, appears earlier in the col-
umns ofU at all three frequencies in Fig. 11, indicating a
deeper effective source depth. The deeper effective source
depth is reasonable because the mode shapes elongate as
they travel down-slope from the ship to the VLA. In Ref. 19,
a deeper effective source depth caused by adiabatic mode
propagation is referred to as a ‘‘mirage.’’ Thus, the mode
extraction technique does work for a range-dependent envi-
ronment as long as the changes in range occur slowly enough
or far enough from the VLA for the mode shapes to adapt to
the environment at the VLA.

E. Modes extracted from ambient noise

Modes extracted using data recorded on the VLA from
0200 to 0210 Z, day 261 are now shown. During this time,
the ship was at least 22 km from the VLA and the source for

FIG. 7. Mode extraction results for the tone at 200 Hz. The format is the
same as in Fig. 5.

FIG. 8. Mode extraction results for the tone at 300 Hz. The format is the
same as in Fig. 5.

FIG. 9. Mode extraction results for the tone at 400 Hz. The format is the
same as in Fig. 5.

FIG. 10. Mode extraction results for the tone at 500 Hz. The format is the
same as in Fig. 5.
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the cw tones was not yet on. The signal processing is per-
formed using a coherent integration time ofTw50.16 s and a
50% overlap. The frequency bin size corresponding to this
integration time is 6.4 Hz; thus, the data are averaged over a
6.4-Hz frequency band during the Fourier transform. This
resulted in 7420 time samples over the 10-min time interval
that was used to form the cross-spectral density matrix.

Figure 12 shows the first five modes extracted from the
resulting cross-spectral density matrix at~a! 120 Hz;~b! 250
Hz; and~c! 350 Hz. Many of the extracted modes have ex-
cellent correlation with the modes modeled using the sound-
speed profile from an XBT measurement taken at 0212 Z.

The order of the extracted modes gives an approximate
value for the effective source depth of the ambient noise. The
primary extracted modes all have larger amplitudes at depths
of less than 10 m than the modes that appear in subsequent
columns ofU. Thus, the effective source depth for the am-
bient noise implied from the mode extraction is less than 10
m. A shallow source depth for the ambient noise is logical
because the sound recorded during the time interval 0200 to
0210 Z was most likely associated with surface noise.

IV. SUMMARY

In this paper we have presented an approach for extract-
ing mode functions from data measured on a vertical line
array and applied the method successfully to experimental
data. The mode extraction technique is predicted to work

well if the VLA samples the water column well and if either
a single source covers a sufficient range extent or a large
number of uncorrelated sources produce the field, as in the
case of ambient noise from the ocean surface. In the single-
source case, the acoustic source need not be controlled: its
depth, the phase of its tonals, and its precise track do not
need to be known. Also, the ocean environment need not be
known.

The mode extraction technique was applied to the
ACT-II data set. Despite the relative sparseness of the array
near the top of the water column, depth-dependent normal
modes were successfully extracted using data acquired in
both range-independent and slightly range-dependent envi-
ronments. Modes were also successfully extracted from am-
bient noise.

Depth-dependent modes obtained using this mode ex-
traction technique may be used as inputs for additional data
analysis. For example, in Ref. 20, the data-extracted modes
may be used in environmental inversions to obtain properties
of the upper sediment layer. In Ref. 6, depth-dependent mode
functions and horizontal wave numbers are calculated using
a VLA that partially spans the water column, and the result-
ing data-derived modes and wave numbers are used in
matched-field processing.

FIG. 11. Modes extracted at 100 Hz~a!; 150 Hz ~b!; and 200 Hz~c! from
data recorded from 0620 to 0740 Z on day 261 during range-dependent leg
2 of run TL2. The approximate range interval is 6 to 15 km. FIG. 12. Modes extracted from ambient noise recorded prior to the experi-

ment at~a! 120 Hz; ~b! 250 Hz; and~c! 350 Hz.
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A novel range-dependent propagation effect occurs when a source is placed on the seafloor in
shallow water with a downward refracting sound speed profile, and sound waves propagate down a
slope into deep water. Under these conditions, small grazing-angle sound waves slide along the
bottom downward and outward from the source until they reach the depth of the sound channel axis
in deep water, where they are detached from the sloping bottom and continue to propagate outward
near the sound channel axis. This ‘‘mudslide’’ effect is one of a few robust and predictable acoustic
propagation effects that occur in range-dependent ocean environments. As a consequence of this
effect, a bottom mounted source in shallow water can inject a significant amount of acoustic energy
into the axis of the deep ocean sound channel that can then propagate to very long ranges. Numerical
simulations with a full-wave range-dependent acoustic model show that the Kaneohe experiment
had the appropriate source, bathymetry, and sound speed profiles that allows this effect to operate
efficiently. This supports the interpretation that some of the near-axial acoustic signals, received near
the coast of California from the bottom mounted source located in shallow water in Kaneohe Bay,
Oahu, Hawaii, were injected into the sound channel of the deep Pacific Ocean by this mechanism.
Numerical simulations suggest that the mudslide effect is robust. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1432983#

PACS numbers: 43.30.Dr, 43.30.Hw, 43.30.Qd@DLB#

I. INTRODUCTION

Sound propagation in range-dependent ocean environ-
ments has long been recognized to be a difficult modeling
and prediction problem. Normal modes are in general
coupled in complicated ways that defy simple physical ex-
planation, and rays may be converted from one type to an-
other and often back again in an exceedingly complex man-
ner.

The recent discovery of ray chaos in underwater acous-
tics, and its associated finite frequency manifestations, has
re-emphasized the distinction between range-independent
and range-dependent propagation, since a necessary condi-
tion for chaos is range dependence of the environment. For
range-independent propagation, variables separate, the ray
equations are completely integrable, and in principle the so-
lution of the acoustic wave equation can be explicitly written
down at any range and then analyzed in detail. In outline, at
least, the physics of range-independent propagation is fully
understood, numerically computed solutions are stable and
robust, and no surprising new physical effects are expected.
In contrast, for range-dependent propagation there exist nu-
merical models that march the solution in range out from the
source~or from the receiver when reciprocity is invoked!,

and almost every new application reveals new phenomena
unique to the particular range-dependent environment where
propagation is modeled.1,2

Although it is unlikely that the complete set of phenom-
ena that occur in range-dependent sound propagation will
ever be classified and fully understood, it is worthwhile to
look for a subset of range-dependent propagation phenomena
that are robust and at least qualitatively predictable. Several
examples come to mind: the cross-frontal propagation effect,
the bathymetric blockage effect, and the slope enhancement
effect.1–3 One purpose of this article is to add to this list a
novel range-dependent propagation effect that we call the
‘‘mudslide’’ effect.

A second purpose of this article is to further understand
the acoustic propagation effects associated with signals re-
ceived at ranges of about 4000 km from the source located in
Kaneohe Bay, Oahu, Hawaii.4–6 A fundamental question is
how can acoustic signals be efficiently injected into the axis
of the deep ocean sound channel from a bottom mounted
source located in shallow water? The mudslide effect
described below offers one plausible answer to this question.
In fact, this is what Spiesberger and Tappert6 showed must
be happening although the specific mechanism was not
identified.
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The mudslide effect is explained in Sec. II in terms of
the basic physics of sound propagation in range-dependent
oceanic wave guides. Section III contains numerical simula-
tions with the UMPE acoustic model of the mudslide effect
in the context of the Kaneohe source. Finally, the results are
discussed in Section IV.

II. MUDSLIDE EFFECT

This novel range-dependent propagation effect occurs
when a source is placed on the seafloor in shallow water with
a downward refracting sound speed profile, and sound waves
propagate down a slope into deep water. As a rule, sound
speed profiles in shallow water are downward refracting at
nonpolar latitudes, so this assumption is not a major restric-
tion. Since bottom losses would significantly attenuate the
signal, the source should not be placed too far shoreward
from deep water.

Under these conditions, small grazing-angle sound
waves slide along the bottom downward and outward from
the source until they reach the sound channel axis in deep
water, where they detach from the sloping bottom and con-
tinue to propagate outward near the sound channel axis. The
reason for this behavior is that the minimum sound speed in
the water column in shallow water is at the bottom. Since the
seafloor is a good reflector of small grazing-angle waves, and
those that penetrate are refracted upward by sediment gradi-
ents of sound speed, these small angle waves are trapped in a
wave guide that follows the down-sloping bathymetry to-
ward deeper water. Waves that have steeper grazing angles
are more strongly attenuated by bottom losses, and are not
guided downward by this sound speed minimum.

As the nearly bottom-grazing sound waves descend the
slope, the sound speed gradientg5dc/dz decreases in mag-
nitude until it vanishes when the axis of the deep ocean
sound channel is reached. At and near this depth, the sound
waves no longer feel the sound speed gradient and they de-
tach from the bottom and propagate freely near the sound
channel axis without being further influenced by bottom in-
teractions.

The term mudslide effect is used to describe this range-
dependent acoustic propagation effect. The name is derived
from a pictorial analogy~not physical! with undersea mud-
slides, or turbidity currents, whereby water containing sus-
pended sediments flows down slopes beneath the less dense
ambient seawater until a depth of neutral buoyancy is
reached where the sediment-laden water moves off horizon-
tally into the deep ocean. Turbidity currents are important in
marine geology, and survey articles describing the associated
hydrodynamic phenomena have recently appeared.7,8 Obser-
vations of the resulting marine deposits, called turbidites,
have been reported by Tucholke,9,10 who observed them in
the abyssal plains of the Atlantic Ocean, several thousand
kilometers from their presumed place of origin.

The above physical description of the underwater acous-
tic mudslide effect indicates that it is robust and qualitatively
predictable in real ocean environments. This effect is ex-
pected to have wide applicability in ocean acoustics. How-
ever, quantitatively accurate predictions of sound pressure

levels, depth spreads around the axis, multipath time spreads,
etc., require a high-fidelity, range-dependent acoustic model
and accurate environmental input data.

The above physical description can be partly substanti-
ated by the following idealized ray theoretic analysis based
on the first-order parabolic approximation and specular re-
flections from the sloping bottom. The usual convention calls
for the depthz to increase downward, and a positive grazing
angleu to be downgoing. Let us assume that the sound speed
gradient in the shallow water is constant and downward re-
fracting, dc/dz5g5const with g,0, and that the water
depth has constant slope,zb5z01sr with s.0. If the launch
angle of a ray isu0,s and the ray starts at the seafloor at
r 50 and z5z0 , then it can be shown that the maximum
height of the ray above the bottom is constant and given by

h5
c0

2ugu ~s2u0!2. ~1!

Physically, this result means that the rays follow the slope
downward into deeper water. For example, ifg520.1 s21,
s50.1, and a ray is launched horizontally, thenh575 m and
this ray remains within 75 m of the bottom as it proceeds
outward and downward. Other realistic values ofg, s, andu0

give comparable values ofh. A similar calculation yields the
travel time of an RBR~refracted-bottom-reflected!3 ray after
N reflections from the bottom as

t5
r

c0
2

N

3ugu ~s2u0!3. ~2!

SinceN'(ugur /2c0)/(s2u0), it follows that the travel time
to ranger is approximately

t'
r

c0
F12

1

6
~s2u0!2G . ~3!

This shows that the multipath travel time spread of small
grazing-angle rays (us2u0u!1) is quite small during the
downslope portion of the mudslide effect. The mudslide ef-
fect is not qualitatively altered by the inclusion of diffraction
or by invoking the parabolic approximation.

The robustness of the mudslide effect requires analysis
of more general environmental conditions: variable sound
speed gradients, variable bottom slopes, bottom losses, bot-
tom roughness, and surface reflections. This is best done
with a numerical acoustic model. In the next section, a real
ocean acoustic problem is modeled and robustness is estab-
lished. Figure 1, that is more fully discussed in the next
section, gives a dramatic illustration of the mudslide effect
and shows that sound waves appear to flow down a slope in
a manner that resembles an undersea mudslide.

Similar plots appeared earlier in model studies of sound
propagation in the Straits of Florida.11,12 Modeled sound
propagated downwards hugging the bottom slope of the
Florida Terrace eastwards into deeper water. The significance
for tomography, which was the purpose of those studies, was
that this sound went deeper than the core of the Gulf Stream.
The generality of the mudslide effect was not described by
those researchers.

The slope enhancement effect13 has recently been thor-
oughly explored in a master article by Dosso and
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Chapman,14 which includes experimental data and a full-
wave PE modeling effort that yields excellent agreement
with the data. The slope enhancement effect differs from the
mudslide effect in two important ways. First, in the slope
enhancement effect the source is near the sea surface and is
horizontally located where the depth of the minimum of
sound speed intersects the bathymetric slope. In the mudslide
effect, the source is mounted on the bottom and is in shal-
lower water. Second, in the slope enhancement effect the
downward refracting sound speed profile in shallow water
plays no significant role, whereas it is essential to the mud-
slide effect. Thus, although both of these effects inject sig-
nificant amounts of energy from a source into the axis of the
deep water sound channel, the mechanisms of injection are
distinctly different with the mudslide effect allowing the
source to be far removed from the point where the axis of the
sound channel intersects the slope.

III. KANEOHE SOURCE

The University of Miami Parabolic Equation~UMPE!
acoustic model15 is used to perform numerical simulations of
propagation from the Kaneohe source.4 This full-wave
UMPE model uses the efficient Split-Step Fourier~SSF!
algorithm16 to march the acoustic field outward from the
source, and the efficient Fourier synthesis technique to obtain
pulse response functions in the time domain.17 The propaga-
tor used in this study is the recently developed wide-angle
c0-insensitive parabolic approximation18 that is fully second
order accurate.19 Convergence of the UMPE model has been

tested for the cases presented below by refining the meshes
in depth and range. The range mesh is 25.0 m and the depth
mesh is 7.8 m.

The Kaneohe source,4–6 that was active in the years
1983–1989, was located at 21.512 35°N latitude and
202.228 48°E longitude. Acoustic signals from this source,
received at megameter ranges, were used to investigate pos-
sible global warming.4 Since the source was bottom-mounted
in shallow water at about 180 m depth and had only about
180 dB source level, it was not initially obvious that signals
could be transmitted to megameter ranges with enough
power to be detectable. However, this proved to be
possible.4,5

The center frequency of the omnidirectional source was
133 Hz, and the bandwidth was 16 Hz. The geodesic on the
ellipsoidal Earth from the source to the northern California
receiver, whose location was indicated in Ref. 6, has a bear-
ing at the source of 48.826° with respect to true North.
Along this geodesic track, high resolution bathymetry near
Hawaii was extracted from a detailed nautical chart compiled
with Sea Beam20 data and was then slightly smoothed. This
deterministic bathymetry is shown in the upper two panels of
Fig. 1. The same bathymetry was used in Ref. 6. Sound
speed profiles along the same geodesic were obtained from
the Levitus21 springtime data base using Del Grosso’s sound
speed formula as described in Ref. 6. The sound channel axis
is at a depth of about 800 m~Fig. 3! within 100 km of the
source.

In the numerical Fourier synthesis from frequency space
to time, a Hann window~raised cosine! having bandwidth of
33 Hz is used in frequency space to generate the source
function.18 This gives an effective bandwidth of 16 Hz, cor-
responding to a transmitted pulse length of about 60 ms.5,6

The techniques for modeling the geoacoustic bottom in-
teractions are described in Ref. 22. The thickness of the sedi-
ment layer out to 100 km from the Kaneohe source is as-
sumed to have the constant value of 200 m. The ratio of the
compressional wave speed at the top of the sediment layer to
the sound speed~range-dependent! at the bottom of the water
column is 1.02, and the sound speed gradient within the pen-
etrable sediment layer isg51.0 s21. The density ratio of the
sediment to water is 1.7, and the attenuation is 0.02 dB/
km Hz. The semi-infinite basement layer is modeled as a
fluid with enhanced attenuation to account for shear wave
conversion losses. The constant properties of the basement
are modeled as in Ref. 23: sound speed ratio is 2.0; density
ratio is 2.5; and the attenuation is 0.5 dB/km Hz. Bottom and
basement roughness is modeled as described in Ref. 22. The
horizontal correlation length of the power-law spectrum is
2000 m ~unless noted otherwise!, the rms displacement of
the water-sediment interface is 2.0 m, and the rms displace-
ment of the sediment-basement interface is 8.0 m. Modeling
is also done with the roughness turned off, and is labeled
‘‘smooth bottom’’ in this case.

Three traditional PE field plots1,2 displaying the CW
transmission loss~in units of dB re 1 m! at center frequency
133 Hz out to the range of 40 km are shown in Fig. 1. In
order to clearly show the mudslide effect from the Kaneohe
source, the omnidirectionality of that source is replaced with

FIG. 1. The mudslide effect.~A! Downward propagating sound inclined
near 5 degrees in about a one-degree beam width is modeled from the depth
of the Kaneohe source into the ocean along smooth water/sediment and
sediment/basement interfaces. Only the top 6 dB of sound pressure levels
are shown at each range step to emphasize the location of the loudest sound.
The top and bottom lines show the water/sediment and sediment/basement
interfaces.~B! Same as~A! except the standard deviation of the water/
sediment and sediment/basement interfaces are 2 and 8 m, respectively.~C!
Same as~A! except the bottom is moved to 5000 m. No energy is trapped
near 800 m depth without the mudslide effect arising from the sound speed
gradients near the water/sediment interface.
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an acoustic beam inclined downwards at 5 degrees in a 1
degree beam width. It is more difficult to see the mudslide
effect if the acoustic model has an omnidirectional source
~Fig. 2!, because sound emitted from the real Kaneohe
source also reflects from the surface and bottom slope of
Oahu before becoming trapped in the acoustic wave guide in
the deep ocean.6 Referring then to panel~A! in Fig. 1, some
of the acoustic field propagates out from the Kaneohe source
along a smooth bottom. Panel~B! shows the same process
with a rough bottom. Both field plots dramatically illustrate
the mudslide effect. Sound ‘‘slides’’ down the slope to the
range of about 7 km and then propagates in deep water near
the depth at which the sound speed is a minimum, i.e., 800 m
~Fig. 3!. Although the influence of bottom and sub-bottom
roughness changes the details of the acoustic field, the mud-
slide effect is seen to be robust. There is no acoustic energy
trapped near the depth of minimum sound speed when the
source is placed at the same depth in deep water@Fig. 1~C!#.
Panel~B! is computed for a horizontal roughness length of
2000 m. Very similar results are obtained with a horizontal

roughness length of 200 m, so the mudslide effect is robust
for these shorter undulations of the bottom too~not shown!.

The amount of energy transmitted by the mudslide effect
to the depth of minimum sound speed is within a few deci-
bels of that obtained by placing the same source in deep
water where the sound does not interact with a bathymetric
slope ~Fig. 4!. These results are obtained from identical
sources that beam energy downwards at 5 degrees in a 1
degree beam width as shown in panels~A! and~C! of Fig. 1.
Thus the mudslide effect efficiently injects a large amount of
acoustic power into near-axial waves that can then propagate
to very long ranges, as observed by Spiesbergeret al.5,6

Once the sound waves are injected into the sound channel,
they hardly interact further with the surface or bottom; the
only significant loss mechanism thereafter is cylindrical
spreading and a small amount of loss due to seawater absorp-
tion.

As opposed to the single frequency runs discussed
above, a narrow band of frequencies over 16 Hz are modeled
with the same full wave model to mimic the frequencies
emitted from the Kaneohe source. It is possible to then ex-
amine the temporal aspects of modeled signals from this
source using an inverse Fourier transform.

The time interval between the last and first arriving
paths at distances of about 40 and 105 km is small~Fig. 5!.
At a distance of 40 km, the energy arrives within about 0.06
s. This is the same as the resolution of the transmitted pulse,
i.e., 1/~16 Hz! which is 0.06 s. Thus, despite the complicated
bottom interactions that occur during the mudslide process,
the multipath time spread is actually quite small, just as pre-
dicted by the simplified analysis leading to Eq.~3!. Some of
the energy near 800 m depth comes from the mudslide effect
and it arrives before the energy at other depths. This arrival
order is opposite to that found for propagation in deep water
in the northeast Pacific Ocean where the energy near the
depth of minimum sound speed arrives last. The mudslide
effect appears to contribute to the small time spread of paths

FIG. 2. Same as Fig. 1~A! except for an omnidirectional source. Panel~A!
shows the top 30 dB of transmission loss at each range step. Panel~B!
shows the top 6 dB of transmission loss at each range step.

FIG. 3. The average speed of sound versus depth near the Kaneohe source
from Spring~Ref. 21!. The depth at which the speed is minimum is 800 m.

FIG. 4. The minimum transmission loss at each range step for panels~A!
and ~C! of Fig. 1. For reference, spherical and cylindrical losses are indi-
cated. These losses are defined to be 10 log10(R

2) and 10 log10(R), respec-
tively, where R is the distance from the source in meters. Note that the
transmission loss from the mudslide effect is within a few decibels of that
from sound which propagates into deep water.
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at the receiver at 3709 km distance.6 As the time fronts
propagate out to the receiver at 3709 km, the energy near 800
m near the source is eventually overtaken by the energy from
rays at steeper angles. At the receiver, the more steeply in-
clined energy~rays! arrives first.6 Bottom and sub-bottom
roughness has little influence at 40 and 105 km, and thus the
mudslide effect is again seen to be robust~Fig. 5!.

IV. DISCUSSION

The mudslide effect occurs naturally in the ocean in the
vicinity of continental slopes, and is conjectured to be of
general significance in underwater acoustics. It is one of a
few robust and predictable acoustic propagation effects that
occur in range-dependent ocean environments.

Numerical simulations of the mudslide effect have been
performed using the University of Miami PE~UMPE!
model. Using the real ocean environment near Kaneohe Bay,
Oahu, Hawaii, it has been shown that the mudslide effect
facilitates the injection of acoustic signals from a bottom-
mounted source in shallow water into the deep water sound
channel. These signals can then propagate to very long
ranges with relatively small losses. Although the version of
UMPE used in this work is two dimensional with no azi-
muthal coupling, it is believed that fully three-dimensional
broadband model predictions would not differ significantly
from those presented here.

There are different kinds of environmental situations
that are not modeled here. For example, sometimes the wa-
ter’s sound speed at the bottom is greater than the sound
speed at the top of the sediment layer. Then there is usually
a minimum of sound speed near the top of the sediment
layer, and the mudslide effect should occur for the same

reasons it occurs in the cases modeled in this article. Because
the attenuation coefficient for shear waves is so much greater
than that for compressional waves near 133 Hz,24 it appears
that compressional waves, modeled here, should be the
dominant process by which sound propagates in this experi-
ment. This may not be so at much lower frequencies.25

The transition from shallow-water propagation to deep-
water propagation is known to be a difficult modeling prob-
lem, as is the reciprocal problem~deep to shallow!. It is
hoped that the numerical modeling results presented here
will contribute to an improved understanding of this impor-
tant problem.

There appears to be two mechanisms by which the Ka-
neohe source injected energy near the depth of minimum
speed in the Pacific Ocean. One is the mudslide effect. The
other is due to rays bouncing from the surface and steep
slope of Oahu.6,23 Some of this reflected energy leaves the
Oahu slope at a flat angle at the depth of minimum speed. It
is not known what the relative contributions of these two
effects may be, but this study indicates that the mudslide
effect is significant in that experiment.

One conclusion of this study is that it is not necessary to
place a bottom-mounted source at a distance from the shore
that is near the point where the axis of the sound channel
intersects the slope in order to couple the signals efficiently
into the sound channel. Utilization of the mudslide effect
accomplishes the same goal, and is more economical with
sources cabled to shore because those cables are shorter. This
observation, based on numerical simulations and experimen-
tal data from the Kaneohe source, has application to long-
range ocean acoustic tomography, underwater noise, and
possibly the so-called ‘‘T-phase’’ associated with sounds de-
tected from underwater seismic events.25 Direct experimental
verification of the mudslide effect is needed.
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A theoretical calculation of the excess acoustic attenuation due to hydrodynamic interactions in
colloidal suspensions, when the suspended particles are spheres or plates, is presented. Our model
is based on the fluid flow shearing between suspended particles during the passage of a longitudinal
acoustic wave. To incorporate the many-body effects of the system, the nearest-neighbor distribution
function for finite-size particles is introduced. The results of the modeling are compared to available
experimental results. The main features of the experimental curves~e.g., attenuation maxima as a
function of concentration and an increase in attenuation with frequency! are reproduced and it is
shown that the attenuation due to hydrodynamic effects is a significant contribution to wave
damping in high-concentration suspensions. ©2002 Acoustical Society of America.
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I. INTRODUCTION

Suspended matter can play important roles in geochemi-
cal, biological, and physical systems of aquatic
environments.1 Because of their high specific surface areas
and associated cation exchange capacity, suspended solids
~clays and organic matter, in particular! play an important
role in the transport and eventual deposition of cations.2,3

Suspensions are also important to aquatic biology, as in the
examples of suspended organic material leading to anoxia
and fishkills and of biogenetic suspensions of carbonate and
opal in the ocean.4 Suspension concentrations as high as 38%
by volume have been observed in rivers and elevated con-
centrations can be found in estuarine and coastal settings as
well.1 From a sedimentological standpoint, accurate charac-
terization of suspensions is essential to understanding the
sediment budgets of rivers and, on a broader scale, conti-
nents. Furthermore, since suspended materials include non-
dissolved contaminants in rivers, the ability to quantify the
suspended load of rivers is also important to investigations of
contamination in rivers, lakes, estuaries, and oceans.

Standard methods of measuring concentrations in the
field rely on point-sampling using probes lowered into the
water column. These include filtration, optical, and radiomet-
ric techniques, see, e.g., Refs. 5–7. Pointwise sampling can
be highly accurate but has limited efficiency in monitoring
large areas. Furthermore, optical sensors are designed for
dilute suspensions~typically ,20%! due to the severe at-
tenuation of light at high concentrations. For concentrated
suspensions, less attenuated acoustic waves can be effective
probes provided that a detailed understanding of acoustic
wave propagation in these media can be achieved. Substan-
tial progress has been made in the understanding of acoustic

scattering by suspensions. The scattering of wave energy off
of suspended particles is strongly frequency dependent and
dominates acoustic attenuation at wavelengths up to the par-
ticle size, see, e.g., Refs. 8 and 9. At longer wavelengths,
however, viscous losses generally exceed those due to
scattering.10,11 As viscous loss mechanisms are inherently
mechanical as opposed to geometrical, viscous attenuation is
a potential indicator of suspension rheology. We have previ-
ously suggested a link between viscous losses and the Atter-
berg limits of geomechanics.12 In this paper, we will be pri-
marily concerned with this long-wavelength~i.e., Rayleigh!
regime.

Theoretical treatment of suspension acoustics range
from simple averaging schemes to sophisticated effective
medium methods. Wood13 presented a velocity formula
based on volume fraction weighted constituent compress-
ibilities that gives an adequate description of overall
velocity/concentration behavior but tends to underestimate
velocity at high concentrations.14,12 Urick15 examined vis-
cous attenuation of sound due to individual particles oscillat-
ing within a viscous fluid. He derived a result predicting an
attenuation coefficient proportional to the solid volume con-
centration. Interparticle effects were considered by
McCann,16 who examined the inhibition of clay particle mo-
tion due to Coulomb forces. His results show a decrease in
the amount of attenuation predicted by Urick’s single-
particle theory. They also show a maximum in the attenua-
tion as a function of concentration.

The Biot17,18theory of porous media has been applied to
suspensions by Hovem19 and Ogushwitz.20 In these applica-
tions, the moduli and permeability of the medium ‘‘frame’’
must be estimated for the case of fluid-based suspension as
does a structure factor used in Biot theory to account for
pore-space tortuosity in fluid-saturated porous solids. These
‘‘Biot’’ models show that viscous effects can control wavea!Electronic mail: raul@fenix.ifisicacu.unam.mx
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attenuation in high-concentration suspensions and that vis-
cous losses can show a maximum with respect to concentra-
tion. Their practical application is hampered somewhat by
the need to determine some of the model parameters empiri-
cally as adjustable constants or through other approximate
methods.

Berryman21,22 derived expressions for compressional
wave velocity and attenuation for two-phase media in which
one phase exists as ellipsoidal or spherical inclusions. Using
a self-consistent method for determining effective moduli, a
‘‘rigidity threshold’’ is predicted at a specific concentration.
This threshold is characterized by an abrupt change in veloc-
ity and a sharp peak in wave absorption as a function of
concentration.

Observations of suspension acoustics in the laboratory
have shown that attenuation increases linearly with concen-
tration at low concentrations~,20%!.15,23,24 Marion and
Nur25 reported a sharp increase in compressional wave ve-
locity at 61% concentration and attributed this to a substan-
tial change in system rigidity. A complex frequency depen-
dence of acoustic attenuation has been reported by
Greenwoodet al.26 for kaolinite/water suspensions near 40%
concentration. Recently, we reported measurements of acous-
tic absorption maxima and velocity extrema near 40% con-
centration in suspensions of silica or kaolinite in water or
oil.27,12 These effects were qualitatively attributed to hydro-
dynamic shearing of fluid in the narrow interparticle gaps at
high concentrations. In the present paper, we put this model
on a quantitative footing by deriving an expression for the
intrinsic attenuation (Q21) due to interparticle fluid flow in a
suspension. This model assumes a concentration-dependent
distribution of interparticle gaps and replicates the absorption
maxima seen previously.

II. ACOUSTIC ATTENUATION DUE TO
HYDRODYNAMIC INTERACTIONS

In a suspension made of solid particles embedded in a
viscous fluid matrix, hydrodynamic interactions are due to
the relative motion of adjacent solid particles in the viscous
fluid and the shearing fluid flow between them. The driving
mechanism considered here is the passage of an acoustic
wave. Consider two particles separated by a distanceh0 .
During acoustic loading the separation will vary ash
5Dh cos(vt), wherev is the frequency of the loading. The
irrecoverable energy needed to change the gap between the
particles during periodic loading is lost from the wave and
causes an acoustic attenuation. The gap, therefore presents an
effective stiffness

k* 52
DF

Dh
, ~1!

where DF is the loading force. The resulting attenuation
Q21 ~defined as the fraction of wave energy lost per cycle! is
obtained from

Q215
Im~k* !

Real~k* !
, ~2!

where Im and Real refer to the imaginary part and the real
parts, respectively. The particular form of the effective stiff-
ness depends on, among other things, the geometry of the
particles, the separation between them, and the properties of
the fluid ~viscosity and compressibility!. In this work we
calculate the effective stiffness for plate-shaped and spherical
particles.

A. Attenuation due to plates

First we consider the attenuation of a pair of parallel
circular plates of mean radiusa, and negligible thickness.
The plates are immersed in a fluid of viscosityh, densityr,
bulk modulusKw , and at rest are separated by a distanceh0 .

The complex stiffnessk* is derived from the Navier–
Stokes equations in cylindrical coordinates assuming there is
no contact between the particles, subject to the boundary
condition that the velocity of the fluid should be zero at the
surface of the plates. The coordinate system is shown in Fig.
1.

The y axis is taken perpendicular to the plates and ther
axis lies in they50 plane midway between them. For our
problem we assume azimuthal symmetry. The governing
equations for the fluid motion as obtained by Murphyet al.28

are

]2p

]r 2 1
1

r

]p

]r
1

h0

Kw
~v2L02 ivD0!p

52~v2L02 ivD0!Dh, ~3!

whereL052r/h0 is an inertial term andD0512h/h0
3 is the

viscous resistance. The right-hand side of Eq.~3! describes
the dynamics of the separation between the plates, and can
be recognized as a damped harmonic oscillator in the fre-
quency domain. The left-hand side of Eq.~3! describes the
pressure field via a zero-order Bessel equation whose con-
vergent solution is ofcJ0(kr ), where theJi(kr ) will denote
the Bessel functions of the first kind of orderi, c is an arbi-
trary constant to be determined, andk25(h0 /Kw)(v2L0

2 ivD0). The solution of Eq.~3! is

p~r ,t !5p01cJ0~kr !2
Kw

h0
Dh, ~4!

FIG. 1. Geometry and coordinate system for modeling the two-body hydro-
dynamic interactions due to~a! plates and~b! spheres. For the case of
spheres the subdivisions made on the surface to calculate the attenuation are
also shown.
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wherep0 is the pressure field atr→`. Due to the finite fluid
compressibility, as the plate gap changes, so also does the
volume of gap liquid~i.e., the fluid is squirted!. Thus, a
condition that must be satisfied by the pressure field is

p~r 5a!2p~r 50!5
pa2Dh

V0
Kw , ~5!

V0 being the initial volume of liquid between the plates.
Equation~5! is the thermodynamic definition of bulk modu-
lus. It is a constraint since the energy needed to close the gap
between the particles depends on compressibility of the fluid.
The use of this condition yields the value of the constantc in
Eq. ~4!:

c5
pa2Kw

V0

Dh

J0~ka!21
. ~6!

The force needed to change the gap can now be calculated as

DF52pE
0

a

~p~r ,t !2p0!r dr , ~7!

and using this in Eq.~1!, the effective stiffness is

k* 5
3p

2

Kw

k

J1~ka!

J0~ka!21
1

pKwa2

h0
. ~8!

The acoustic attenuation is obtained from Eq.~2!. Since we
assumed that the plates are aligned, our model predicts the
maximum possible attenuation due to fluid shearing.

B. Attenuation due to spheres

The hydrodynamic attenuation mechanism also operates
between particles other than plates. We consider two identi-
cal spheres that oscillate during loading along the line join-
ing their centers. The spheres have equal radiusa and their
centers are separated by a distanceR. As shown in Fig. 1 we
consider again cylindrical coordinates. In terms of the radial
coordinater, the gap between the spheres is given by

h~r !5R22~a22r 2!1/2. ~9!

To use the results developed in Sec. II A, we assume that
the spheres can be divided into annular surface elements of
mean sizee ~with e→0!, separated by a distanceh(r ) ~see
Fig. 1!. Applying the formalism for parallel plates to each
one of these elements is now straightforward, by regardingh
as no longer constant but a function ofr as given in Eq.~9!.
Therefore, for a pair of parallel annular elements on the sur-
face of the spheres, the pressure satisfies Eq.~3! and is given
by

p~r ,t !5p02Dh
Kw

h~r !
1cJ0~k~r !r !. ~10!

Again, the constantc is determined using the condition on
the fluid compressibility~5!, for an annular region of mini-
mum radiusr 8 and maximum radiusr 81e. In this case
h(r 8);h(r 81e) and the value ofc is

c5
Kwpa2

V0

Dh

J0~k~r 81e!~r 81e!2J0~k~r 8!r 8
, ~11!

where the initial fluid volume between the spheres isV0

5pa2(R24a/3).
Notice thatc is constant for a particular value ofr 8. The

force during loading and thus the effective stiffness can be
calculated as before using Eqs.~7! and ~1!. Taking into ac-
count the functional dependence ofk(r ) with the radial co-
ordinater, the effective stiffness is

k* 5 lim
e→0

2p*0
ap~r 8,t !r 8 dr8

Dh
. ~12!

III. MANY-BODY INTERACTIONS

Thus far the attenuation due to the hydrodynamic inter-
action of a single particle pair has been considered. The at-
tenuation is a function of the separation of the particles, as
was shown in Sec. II. In a many-body system, such as a
suspension, to take into account the attenuation due to all
possible nearest-neighbor pairs it is necessary to perform an
average weighted by a nearest-neighbor distribution function
H(j). This distribution function gives the probability density
of finding a nearest neighbor at a distancej from the center
of a reference particle at a given concentration. The coordi-
natej represents the separation between the centers of two
particles. For example, in the case of a suspension of hard
spheres of radiusa the mean separation between particles is

l5aE
1

`

H~ j̄ !dj̄, ~13!

wherej̄ is the normalized distancej/a. In a similar way we
can define the average attenuation as

^Q21&5E
1

`

H~ j̄ !Q21 dj̄, ~14!

where the attenuation in the integrand is that of only a pair of
particles as described in the previous sections.

The pair distribution functionH(j) for finite-size ob-
jects was developed by Torquato.29–31 This distribution not
only takes into account the finite size of the suspended par-
ticles but also considers the change in functional dependence
of H(j) on volume concentrationf above the random close
packing of spheres, whose value has been estimated atfc

;0.49.32 Notice that the random close packing occurs at a
lower concentration than the close packing~f;0.74! for
spheres.33 Summarizing Torquato’s results, the nearest-
neighbor distribution function for finite-size spheres is

H~ j̄ !524f~a0j̄21a1j̄1a2!exp~2f@8a0~ j̄321!

112a1~ j̄221!124a2~ j̄21!# !. ~15!

The coefficientsa0 , a1 , and a2 depend only on the
volume filling fractions as

a05
11f1f22f3

~12f!3 ,

a15
f~3f224f23!

2~12f!3 , ~16!
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a25
f2~22f!

2~12f!3 .

For filling fractions above the random close packing,
interparticle contacts start dominating the attenuation process
and our model must be modified. In Fig. 2,H( j̄) is shown
for two different solid volume concentrations. As expected,
increasing the volume concentration reduces the probability
of finding a nearest neighbor at large distances from a refer-
ence sphere.

IV. RESULTS

To test our model, we compare it with experimental re-
sults obtained previously.27,12 The comparison is made for
glass beads in water or oil and kaolinite clay in water. The
glass beads are spherical in shape and have a diameter of 1
mm, while the kaolinite particles are plate shaped with a
diameter also of;1 mm. In the reported experiments the
attenuation coefficienta and the velocityv were measured
separately. To make a direct comparison with the model pre-
sented here, we constructedQ215av/2p f , where f is the
transducer frequency. At each concentration, the experimen-
tal data are compared with the attenuation predicted by Eq.
~14!. It should be remarked that our model represents only
the attenuation due to hydrodynamic interactions, and that a
comparison with the experimental data yields information on
the relative importance of this effect with other attenuation
mechanisms.

The comparison between experimental results and our
modeling @Eq. ~8!# for the kaolinite–water suspension, is
presented in Fig. 3 for three different frequencies~3, 5, and 7
MHz!. We observe that the theoretical curves~solid and
dashed lines! follow the general trend of the experimental
data, have the correct frequency dependence, and show
maxima at about 36%. The maxima in the experimental data
are at a concentration near 41%. At the concentration where
the maxima occur, both theory and experiment show attenu-
ation increasing with frequency. The model predicts a higher

attenuation than what is observed in the experiments since
the model assumes parallel plates at all times. At high con-
centrations the energy needed to squirt fluid from a pair of
particles separated by a distanceh, is assumed here to be the
same as a pair separated the same distance but a lower con-
centrations. The only influence of concentration in the mod-
eling enters through the pair distribution function. Although
not considered by the model increasing the concentration
also changes the ‘‘reservoir’’ surrounding each particle pair
and which can accommodate the ‘‘squirting’’ fluid.

Similarly, Fig. 4 shows the experimental and theoretical
attenuation for the glass beads–water suspension as a func-
tion of filling fraction at two frequencies. In this case we
compare the experimental data with the theory for spherical
particles. Again there is good agreement with the experimen-
tal data up to a concentration of;50%, after which interpar-
ticle contacts may begin to take place and our model is no
longer applicable. The maxima in the experimental data are
at a concentration of;42% and the corresponding maxima
in the theoretical curves occur at 36%. The value of the

FIG. 2. Nearest-neighbor distribution function for spherical particles plotted
as a function of the distance from a reference particle, for two different solid
volume concentrations of the suspended particles~Ref. 30!. As the concen-
tration increases, the probability of finding a near-neighbor increases.

FIG. 3. Comparison between theory@Eq. ~8!# and experiment for a suspen-
sion made of water and kaolinite plates as a function of concentration for
three different frequencies. The theoretical curves show the same qualitative
behavior as the experiment.

FIG. 4. Experimental and theoretical curves for a suspension made of glass
beads in water. The agreement is indicative of the preponderance of the
fluid-flow shearing attenuation mechanism. As in Fig. 3 a maximum in the
attenuation is present in all cases.
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attenuation we obtain is correct within an order of magnitude
of that observed.

Finally we consider a suspension made of light-oil and
glass beads. The oil~LPS-1! has a viscosity of .021 poise and
a relative density of 0.8. The results are presented in Fig. 5.
In this case the position of the maxima are closer to;36%,
and the overall behavior of the experimental and theoretical
curves is similar. At low concentrations the experimental val-
ues are higher than those predicted by our model. The dif-
ference is that the intrinsic acoustic attenuation of the fluid is
much larger for oil than for water. Other mechanisms~e.g.,
scattering, intrinsic fluid absorption! can become significant
as conditions change~frequency, particle sizes, fluid viscos-
ity!, since the hydrodynamic mechanism is linear, then con-
tributions from such other linear processes may be combined
to evaluate the total attenuation of the system.

As described here, the interparticle flow mechanism op-
erates only between noncontacting particles. Neglecting fluid
shearing around contacting particles is justified by the greater
oscillation of the unconstrained noncontacting particles. As
the concentration becomes large, however, most particle
pairs will be in contact and the contributions from them~cur-
rently set to zero! should be accounted for using an elastic
deforming particle model. Future work will combine such a
model with the noncontacting model developed here to pre-
dict the attenuation at all concentrations from suspensions to
sediments.

The use of the pair-distribution function avoids reliance
on a mean separation. This is particularly advantageous since
the attenuation per pair becomes quit large as the separation
becomes small~but not zero!. Torquato’s distributions were
obtained from numerical random-packing experiments. This
is adequate for low-to-intermediate concentration suspen-
sions, but may not be appropriate to describe the geometry of
precipitated sediments. Extension of the suspension model
described here will require a particle distribution function
appropriate for sediments.

V. CONCLUSIONS

In this paper we calculated the role that hydrodynamic
interactions play in the acoustic attenuation of suspensions.
The interaction is mediated by the shearing fluid flow be-
tween noncontacting particles during the passage of an
acoustic wave. To take into account the many-body interac-
tions that take place during loading, we introduced the
nearest-neighbor distribution function to calculate the aver-
age attenuation. The attenuation was calculated for two dif-
ferent particle shapes: plates and spheres. The model we
present considers the ideal situation of perfectly parallel and
edge-aligned plates or spheres that oscillate only along the
line joining their centers. Thus, our model predicts the maxi-
mum possible value for attenuation due to a shearing flow
mechanism.

The theoretical results were compared with available ex-
perimental data. In all cases under consideration there is
good agreement. In particular, the model predicts the
maxima in attenuation observed in the experiments. These
results show the relative importance of hydrodynamic inter-
actions in the acoustic attenuation up to the random packing
concentration, after which other mechanisms have to come
into play ~e.g., Hertzian contacts between the particles!.

Given the good order of magnitude agreement between
theory and experiment, we can also conclude that the hydro-
dynamic interactions are short-ranged and nearest-neighbor
statistics are sufficient to calculate the effect. Future work
should include viscoelastic and orientational dependent inter-
actions among the suspended particles, and should account
for losses between contacting particles.
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APPENDIX A

In this section we briefly describe the experimental setup
for measuring the acoustic properties of the suspensions pre-
viously reported in Refs. 27 and 12.

The velocity and acoustic attenuation of longitudinal
waves was measured using the pulse-echo technique. A
quartz transducer of a given central frequency was excited
using a Matec BR-815 repetion, period and pulse width gen-
erator. After propagating through the suspension the signal
was received by a second frequency-matched transducer and
fed into the Matec MBS-8000 pulse-echo phase detection
system. The frequencies used in experiment were 3, 5, and 8
MHz. The sample was placed in a temperature controlled test
cell. The transducers are mounted on rods and are immerse
in the sample, and the separation between them was varied
using a precision micrometer, allowing for relative acoustic
measurements. The resulting data points are the average of
several runs at different transducer separations. The liquid
matrix of the suspensions was doubly distilled water orlow
viscosity lubricant oil~LPS-1!. The viscosity of the oil~.021
poise at 25 °C! was measured using a Brookfield LVTD vis-
cometer. The solids used in the measurements were kaolinite
and glass beads. Kaolinite is a layered alumino-silicate clay

FIG. 5. Results for a suspension made of glass beads and LPS-1, light oil.
The theoretical curves are multiplied by a factor of 10. The maxima of both
frequencies is present, however the difference in the attenuation between the
model and the experimental data shows other attenuation mechanisms such
as those due to a viscoelastic behavior of the system during the acoustic
loading.
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that forms hexagonal plate-shaped particles. The average di-
ameter is;1 mm as determined by scanning electron micro-
scope pictures. The glass beads (SiO2) were supplied by Alfa
Aesar Co. and their mean diameter was also;1 mm. Cali-
bration runs for acoustic velocity and absorption were made
using doubly distilled water at different temperatures. The
errors involved in the measurements are of the order of 0.7%
for velocity and about 6% for attenuation. All the measure-
ments were corrected for diffraction effects.34
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Acoustic propagation through anisotropic internal wave fields:
Transmission loss, cross-range coherence, and horizontal
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Results of a computer simulation study are presented for acoustic propagation in a shallow water,
anisotropic ocean environment. The water column is characterized by random volume fluctuations
in the sound speed field that are induced by internal gravity waves, and this variability is
superimposed on a dominant summer thermocline. Both the internal wave field and resulting sound
speed perturbations are represented in three-dimensional~3D! space and evolve in time. The
isopycnal displacements consist of two components: a spatially diffuse, horizontally isotropic
component and a spatially localized contribution from an undular bore~i.e., a solitary wave packet
or solibore! that exhibits horizontal~azimuthal! anisotropy. An acoustic field is propagated through
this waveguide using a 3D parabolic equation code based on differential operators representing
wide-angle coverage in elevation and narrow-angle coverage in azimuth. Transmission loss is
evaluated both for fixed time snapshots of the environment and as a function of time over an ordered
set of snapshots which represent the time-evolving sound speed distribution. Horizontal acoustic
coherence, also known as transverse or cross-range coherence, is estimated for horizontally
separated points in the direction normal to the source–receiver orientation. Both transmission loss
and spatial coherence are computed at acoustic frequencies 200 and 400 Hz for ranges extending to
10 km, a cross-range of 1 km, and a water depth of 68 m. Azimuthal filtering of the propagated field
occurs for this environment, with the strongest variations appearing when propagation is parallel to
the solitary wave depressions of the thermocline. A large anisotropic degradation in horizontal
coherence occurs under the same conditions. Horizontal refraction of the acoustic wave front is
responsible for the degradation, as demonstrated by an energy gradient analysis of in-plane and
out-of-plane energy transfer. The solitary wave packet is interpreted as a nonstationary
oceanographic waveguide within the water column, preferentially funneling acoustic energy
between the thermocline depressions. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1434943#

PACS numbers: 43.30.Ft, 43.30.Re@DLB#

I. INTRODUCTION

While the sound speed fluctuations in shallow water
waveguides are typically less than one percent of the mean
speed, their influence on the amplitude and phase of an
acoustic field propagating through the region is significant
over relatively short ranges.1–10 When an acoustic wave
propagates in such an environment, the fluctuations induce
space-dependent phase shifts in the acoustic field that can
accumulate over range and lead to both amplitude fluctua-
tions and a loss of spatial coherence. Our interest in this
behavior stems from two points related to sonar perfor-
mance. One is that signal detection is a function of the
signal-to-noise ratio and is affected by transmission loss vari-
ability caused by random sound speed perturbations. The
other is related to the fact that phase decorrelation across a
horizontal aperture is responsible for a decrease in coherence
length. Phase decorrelation of the pressure field, induced by
oceanographic variability, represents a physical process lead-
ing to degraded performance for phase sensitive array pro-
cessing schemes such as classical beamforming and matched
field processing.

Computer simulation offers a practical method for sys-

tematic assessment of transmission loss and coherence deg-
radation in complex ocean environments. This approach is
applied here, where the transmission loss and horizontal spa-
tial coherence are estimated for frequencies of 200 and 400
Hz as a function of range, cross-range, depth, and azimuth in
a shallow water, continental shelf environment under sum-
mer conditions. The azimuthal dependence is associated with
horizontal anisotropy of the ocean environment and is dis-
cussed below. Sound speed fluctuations considered in this
paper are induced by an internal gravity wave field that per-
turbs the thermocline, leading to a space–time varying sound
speed distribution throughout the waveguide. Some recent
theoretical efforts have considered the effect of internal wave
induced phase decorrelation on horizontal arrays in both
deep and shallow water environments under a variety of
modeling assumptions.11–13 Our analysis differs from those
of previous studies in that we employ a data-constrained in-
ternal wave model that includes a horizontally anisotropic
component, and apply 3D acoustic modeling techniques to
estimate transmission loss and spatial coherence in this en-
vironment. This methodology allows one to study more real-
istic oceanographic environments without the rather restric-
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tive set of assumptions necessary in the development of
analytical models.

Spatial coherence in continental shelf environments is
affected by the presence of intermittent oceanographic fea-
tures that exhibit horizontal anisotropy. Such features arise
naturally from tidal forcing in regions with strong bathymet-
ric gradients. For example, an internal tide can be generated
from tidal forcing of stratified water through a shelf-break
environment. As the tide propagates from the deep ocean
onto the shallower water of the continental shelf, the phase
speed decreases and the tide amplitude increases. The result-
ing interplay between nonlinearity and dispersion~from the
fluid dynamic equations of motion! often causes the leading
edge of the internal tide to become unstable. Energy is then
transferred from low to high spatial frequencies through the
emergence of an undular bore or solitary wave packet having
a length of several kilometers. These packets are common in
such environments.14 They travel at speeds of roughly 0.5–
1.0 m per second, exhibiting both azimuthal anisotropy and
temporal nonstationarity. In contrast, a linear internal wave
field is also present; this spatially diffuse field is described
here by a stationary, isotropic component. The presence of an
anisotropic component indicates that 3D acoustic modeling,
rather than a set ofN32D calculations, may be needed to
properly account for cross-range variation in the acoustic
field. An additional complication is that the internal wave
field must be described in four dimensions (x,t)5(x,y,z,t)
in order to account for the underlying non-stationary sound
speed dynamics and its resulting influence on acoustic propa-
gation.

This paper presents evidence that acoustic field structure
can be significantly affected in an environment supporting
oceanographic features that break azimuthal symmetry. Such
structure might not be predicted fromN32D acoustic field
calculations since those computations ignore horizontal re-
fraction and may produce misleading transmission loss and
horizontal coherence estimates for these environments. Hori-
zontal refraction is associated with an azimuthal transfer of
energy and is usually ignored in underwater acoustics com-
putations. While it can be linked, for example, with strong
bathymetric variation or mesoscale eddies, a major result of
this study is that solitary wave packets can be the source of
significant acoustic effects attributable to horizontal refrac-
tion in a typical continental shelf environment. A note on the
terminology is appropriate here. Generally speaking, both
refraction and diffraction can contribute to the azimuthal re-
direction of acoustic energy caused by the acoustic field in-
teraction with the internal wave field. For the environments
considered here, our results indicate that significant energy
focusing/defocusing effects and coherence degradation are
dominated by horizontal refraction rather than diffraction.
For this reason we refer to azimuthal energy transfer in terms
of horizontal refraction.

In Sec. II we briefly review the internal wave model
used in our acoustic calculations and describe the 3D acous-
tic simulation approach. Section III gives the results of nu-
merical experiments that estimate transmission loss and
cross-range coherence under several conditions, as well as
results of an energy gradient analysis that demonstrates the

presence of horizontal refraction. The summary and conclu-
sions are presented in Sec. IV.

II. SIMULATION APPROACH

An overview of the numerical methods used to compute
the acoustic field results is presented in this section. We first
briefly consider the oceanographic model describing the
sound speed distribution induced by internal gravity waves;
details of this approach are given in Ref. 2. This summary is
followed by a discussion of the acoustic propagation model
and its implementation.

A. Space–time sound speed distribution

The isopycnal displacementsh(x,y,z,t) caused by in-
ternal waves are assumed to be a sum of two contributions.
One of these terms,hD(x,y,z,t), is represented by a super-
position of plane waves propagating in different horizontal
~x, y! directions. Energy is distributed among the plane wave
amplitudes by sampling an isotropic internal wave energy
spectral densityF(kx ,ky , j ), where (kx ,ky) are the magni-
tudes of the spatial wave number components of a horizontal
wave vectorkh and j is an internal wave mode number. A
small amplitude assumption is implicitly assumed here, re-
flecting the underlying linear internal wave dynamics associ-
ated with this contribution. Knowledge of the buoyancy fre-
quency allows the depth dependence~z! of the displacement
to be computed by solving a linear eigenvalue problem for
the eigenmodesW(kh , j ,z), where kh5ukhu. A dispersion
relationv(kh , j ) relates the space and time varying compo-
nents of the motion and the resulting expression forhD is
given by

hD~x,y,z,t !5(
j

F E
kx

E
ky

F~kx ,ky , j !W~kh , j ,z!

3ei @kxx1kyy2v~kh , j !t# dkx dkyG . ~1!

The linear superposition given in Eq.~1! is distributed
throughout the environment and is sometimes referred to as
the diffuse background field. This component supports sound
speed perturbations within a wave number range$0.0014,
0.122% m21 and maximum~mode one! phase speeds of ap-
proximately 0.5 m/s.

The second term contributing to the isopycnal displace-
ment describes an undular bore or solitary wave packet
propagating in thex-direction, and it is associated with
‘‘large’’ amplitude, nonlinear fluid motion. The general form
of this term is written as

hS~x,z,t !5(
j

h jW~kh , j ,z!Aj~x,t !, ~2!

whereh j represents the amplitude of the solitary wave dis-
placement for modej. The space–time evolution of the
packet,Aj (x,t), is determined by a solution of a Korteweg–
deVries ~KdV! equation in terms of Jacobi elliptic
functions,2,15 multiplied by a relaxation term that smoothly
returns the depressed thermocline back to its equilibrium po-
sition after the packet has passed through the region. It is
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assumed that the packet has a planar wave front and is trav-
eling in thex direction. This solution represents first-order
nonlinearity~via the KdV equation! in the form of a spatially
localized, large amplitude waveform. The nonlinearity and
dispersion parameters of the KdV equation determine the
packet speed and spreading behavior; they are computed
from depth integrals over the eigenmodes. These parameters,
as well as other internal wave quantities such as the energy
spectral density, dispersion relation, mode structure, phase
speed, etc. have been estimated from a continental shelf data
set obtained during the SWARM experiment.2,16 On the con-
tinental shelf, the first internal wave mode tends to dominate
the field so that the sums over modes in Eqs.~1! and~2! may
be neglected for the environment considered here with only
the j 51 term retained.

The total isopycnal displacement,hD1hS , is mapped
into the sound speed perturbationdc(x,y,z,t) at each depth
by integrating, betweenz andz1h, a function of buoyancy
frequency, mean sound speed and a ratio of temperature and
salinity depth gradients.2 The resulting perturbation is then
added to the mean sound speed profilec̄(x,z) describing the
quiescent sound speed structure. Note that the mean profile is
not estimated from data for the cross-range~y! direction, but
is assumed to be independent of cross-range for this study.
An example of the total sound speed fieldc(x,y,z,t)
5 c̄(x,z)1dc(x,y,z,t) is illustrated at a fixed instant of time
in Fig. 1. The summer thermocline structure is evident in the
left-hand side of the sound speed volume; the ‘‘fuzzy’’ strati-
fication is due to the spatially diffuse isopycnal component
described above. The undular bore is shown as a set of wave-
like depressions of the thermocline and the wave packet,
propagating to the left at a speed of about 0.7–0.8 m/s, has
been extended in they-direction~out of the page! to model a
plane wave. A section of the volume has been cut out so that
the interior region may be seen. The full widths of the larger
depressions at half maximum are approximately 250–300 m
with peak-to-peak distances of about 500 m. The relative
sound speed perturbations are bounded as@dc/ c̄#max

;1022. Relaxation of the thermocline back to its unper-
turbed position after the packet has passed through the region
is not evident in the picture, since this phase of the packet
has just entered the displayed volume at the right side.

Superimposed on the sound speed volume in Fig. 1 is an

acoustic point source placed on thez-axis of a cylindrical
wedge volume which defines the computational domain for
acoustic field simulation. The acoustic field is propagated in
a wedge oriented at some angle with respect to the wave
number vector of the solitary wave packet. Details of the
acoustic propagation model are given in the next section.

Finally, the bottom parameters are constant in range and
selected from a somewhat hard, sandy bottom in the 70 m
bathymetry of the SWARM propagation path. For this range
independent bathymetry, a sound speed of 1700 m/s is cho-
sen for the water/sediment interface and linearly increased to
1750 at 100 m depth~38 m into sediment!. The bottom sound
speed structure is not illustrated in this figure. Sediment den-
sity is set to be twice that of the water density. An artificial
absorbing boundary is used at the bottom of the 38 m sedi-
ment layer.

B. Three-dimensional acoustic simulation model

The acoustic propagation model is based on the 3D para-
bolic approximation to the Helmholtz equation implemented
in the computer codeFOR3D.17 This code implements a finite
difference solution scheme, using discretized differential op-
erators to represent wide-angle propagation in elevation and
narrow-angle azimuthal coupling. The parabolic pseudo-
differential equation is specified in cylindrical coordinates by

]u

]r
52~ ik01 ik0A11Z1Y!u, ~3!

whereu(r ,f,z) is the forward propagating pressure field and
k0 represents a nominal acoustic wave number. The depth,
range, and azimuthal variations are given by the operators
Z5(n221)1k0

22r ]/]z(r21 ]/]z) andY5(rk0)22 ]2/]2f
with density specified byr5r(z) and index of refractionn
5n(r ,f,z)5c0 /c(r ,f,z). Equation~3! is implemented by
a rational approximation in implicit form that is second order
in z and second order inf, which allows azimuthal interac-
tion to be computed relatively quickly.

C. Modifications and implementation

Three coordinate systems are used in this study. One of
these frames is the Cartesian system describing the internal
wave field discussed in the previous section. The origin is
located at the upper left-hand corner of the sound speed vol-
ume shown in Fig. 1 and illustrated schematically in Fig. 2.
The undular bore propagates from largex toward x50 in
both figures. It is depicted in Fig. 2 by parallel dotted lines
on the upper surface which represent the plane wave crests of
the bore, with sub-surface depressions illustrated as oscillat-
ing curves. The second frame of reference is cylindrical and
used for acoustic calculations. Consider a cylindrical coordi-
nate system (r ,f,z) whose z-axis is located at (x0 ,y0 ,z
50) with respect to the origin of the Cartesian frame. An
acoustic point source is positioned on thisz-axis at (r 50,f
50,z5z0). The depth variable is identical in both systems
and a coordinate mapping between the two frames is defined
by (x,y)5(r cosf1x0,r sinf1y0). In order to explore the
path dependence of acoustic propagation relative to the an-
isotropic component of the internal wave field,f0 will be

FIG. 1. Environmental snapshot of the total sound speed field, with a propa-
gation wedge superimposed.
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used to denote a central reference angle for propagation.
Note thatf050° lies in the direction parallel to thex-axis
and that this direction is anti-parallel to the propagation vec-
tor of the internal wave packet. The acoustic field is com-
puted throughout the water column and sediment for a set of
range values such thatr min<r<rmax and within a cylindrical
wedge defined byf02df,f,f01df with df515°.
Neumann-type boundary conditions are applied at the side-
walls; but sidewall boundary artifacts, such as spurious os-
cillatory field structure, are minimized by padding the 30°
propagation wedge with an additional65° at the boundaries
located atf06df. Additionally, bottom attenuation is raised
in the padding region near the sidewall. Wider azimuthal
coverage is obtained by combining results from separate
computations over adjacent wedges for different ‘‘look’’ di-
rectionsf0 , e.g., a 120° azimuthal sector is assembled from
four 30° sectors, and the TL agreement at the sector bound-
aries is within about 0.1 dB.

Transmission loss~TL! as a function of (r ,f,z) is com-
puted on this cylindrical grid with cylindrical spreading re-
moved. A third reference system is used in the computation
of horizontal coherence, estimated along straight lines~e.g.,
AB in Fig. 2! normal to the radial propagation vectorr (r ,f0)
at a given depthza . Horizontal line segmentAB is posi-
tioned at a distanceurau5r a from thez-axis and bisected by
the radial vector; the position of a field point onAB is speci-
fied by x5r a tan(f2f0) for a line segment whose center is
located at (r a ,f0 ,za). The position of the line segment for
fixed f0 is then determined by a choice of (r a ,za). Corre-
lating the complex pressure fieldu(r ,f,z) along the lineAB
with its value atx50 for each environmental snapshot, tem-
porally averaging over snapshots and normalizing the result
to unity yields the horizontal coherence functionCf0

for a
given central reference anglef0 :

Cf0
~r a ,za ,x!5

u^u~r a ,za,0!u* ~r a ,za ,x!&u

A^uu~r a ,za,0!u2&^uu~r a ,za ,x!u2&
. ~4!

Cross-range coherence is a three-dimensional function pa-
rametrized byf0 . The angle brackets represent the time av-
erage over environmental snapshots. The anisotropy of the

sound speed field means that the propagation is a function of
absolute location and orientation in the environment; the
pressure field is neither translationally or rotationally invari-
ant. Thus the usual definition of coherence in terms of rela-
tive spatial separations is inappropriate. Though not explic-
itly noted in Eq. ~4!, coherence is also a function of the
duration over which environmental averaging is performed.
This dependence on integration time is due to the nonstation-
ary nature of the sound speed field induced by the solitary
wave packet if it is present in the propagation wedge. Be-
cause of the implicit dependence of Eq.~4! on the time in-
terval of the averaging window, we note that this expression
does not represent a statistically consistent estimator of hori-
zontal coherence for nonstationary environments. It would
not be appropriate, for example, to use Eq.~4! to estimate
phase-sensitive quantities related array performance~signal
gain, etc.! under those conditions. However, by limiting our
interest to relative changes in horizontal coherence, com-
puted and compared by averaging over time windows of
equal length, this expression can serve as a useful measure of
such variations. In this regard, our use of the term ‘‘coher-
ence length’’ in the following sections should be interpreted
within this context. Results for both large and small dura-
tions are presented in the next section.

We have indicated that anisotropic internal wave fields
may introduce significant azimuthal transfer of energy.
Acoustic field calculations performed through a set of 2D
range/depth planes~a.k.a.N32D computations! for different
azimuthal directions allow for variations in sound speed
within range/depth planes but ignore horizontal refraction of
energy between adjacent planes. The 3D calculations pre-
sented here include such azimuthal coupling, if present, and
can be used to assess the relative importance of horizontal
refraction in complex oceanographic environments. A rather
simple means of estimating the amount of azimuthal energy
transfer is outlined here and used to interpret transmission
loss and coherence results. Define a depth-averaged energy
densityE:

E5E~r ,f![c0
22H21E

0

H

uuu2r21 dz, ~5!

whereH is the total depth of water column and sediment,
and c0 is a nominal reference sound speed. The depth-
averaged or meanTL, TLz , is

TLz510 logE, ~6!

where E has units of energy per area. If we consider the
azimuthally independent case of 2D parabolic propagation in
r and z, the total energy at any fixed range can only have
contributions from smaller ranges and the range gradient of
this integral should obey

]E/]r<0. ~7!

The proof of this inequality is given in the Appendix. Divid-
ing Eq. ~7! by E and multiplying by 10/ln 10, one obtains a
logarithmic derivativeg, where

g5
]TLz

]r
5

10

ln 10E

]E

]r
<0. ~8!

FIG. 2. Schematic diagram of the environment, illustrating the coordinate
systems used in the simulations.
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This expression has units of dB/km, and can be interpreted as
a measure of the range gradient of the depth-averaged trans-
mission loss. It will be referred to as the TL gradient. Note
that transmission loss must be averaged over both the water
column and sediment to obtain results given by Eqs.~7!–~8!.
Also note that this inequality necessarily holds in the absence
of azimuthal coupling andg is of fixed sign only for propa-
gation in two dimensions. Wheng,0 there is a loss of en-
ergy along the radial direction. The additional degree of free-
dom present in 3D propagation implies that the inequality
need not hold along a radial since horizontally refracted en-
ergy can enter from other range-depth planes. The 3D analy-
sis in the Appendix shows that ifg is positive, there must be
energy transferred into a range-depth plane from other azi-
muthal directions. The degree to which the TL gradient sat-
isfiesg.0 is a rough estimate of the out-of~vertical!-plane
refraction. Wheng.0, the TL gradient measures energy
transferred into the region. Ifg,0, energy is lost from the
region. In addition, wheng is sufficiently negative compared
to the typical maximum attenuation loss, negativeg will in-
dicate energy loss due to horizontal refraction.

Grid spacing is chosen to provide for the largest space
sampling that permitted consistent numerical results, defined
as a small change in pressure amplitude~,0.1%! over a 2
km path for a 200 Hz signal, and selection of vertical, range,
and azimuthal gridding are adjusted in that order. In high
amplitude regions for ranges up to 10 km at 400 Hz, the
amplitudes are within 1 dB and the phases are within 10 deg.
Additionally, the azimuthal grid spacing is limited by the
horizontal aperture spacing of 1.25 m at 10 km. The azi-
muthal spacing ofDf<1.2531024 radians is significantly
smaller than required.

As indicated above, the sound speed data is provided on
a rectangular grid within a volume 15 km square and 68 m
deep. Interpolation of the environment is necessary since
FOR3D required sound speed in cylindrical coordinates. This
is accomplished via a preprocessing routine so that only rel-
evant information from the environment is stored. Finally,
since the pressure on linear segments at constant depth are
desired, a final conversion of the acoustic field data back into
Cartesian coordinates is performed. A routine for converting
the acoustic results in cylindrical coordinates to the output
Cartesian coordinates creates the proper format for plotting
coherence as well as transmission loss and the TL gradient.
While some computations were initially performed on a
Cray, most numerical experiments are performed on a Com-
paq dual processor Alpha.

The internal wave spectrum is sampled using Monte
Carlo techniques to provide a realization of the spatially dif-
fuse contribution.2 The total field evolved in either 1 or 3
min time steps over a 3–5 h period, yielding 100–180 envi-
ronmental snapshots. These snapshots represent one time-
evolved realization of the sound speed distribution. As a
check on the robustness of the approach, another realization
was considered but it did not qualitatively affect the results
presented in the next section. The individual snapshots pro-
vide a means for trivial parallelization of the acoustic field
calculations via simultaneous execution over snapshots.
Practical processing constraints limit the range to 10 km for

a maximum frequency of 400 Hz and preclude averaging
over multiple realizations of the environment. Results for
200 and 400 Hz are considered below.

III. NUMERICAL RESULTS

This section presents some results of acoustic calcula-
tions for transmission loss, cross-range coherence, and azi-
muthal coupling of the field by horizontal refraction. Several
environmental scenarios are considered in order to highlight
certain acoustic effects. All scenarios contain the time-
invariant profilec̄(x,z) as the baseline environment and are
abbreviated in the text as follows: TI—time invariant field;
DB—diffuse background internal wave field; DBSW—
diffuse background field plus solitary wave packet; and
SW—solitary wave packet. Unless otherwise noted, the
source depth is fixed atza530 m corresponding to a depth
just below the thermocline. Transmission loss is considered
first and illustrated in terms of range-azimuth and depth-
azimuth slices of the TL volumes. Spatial coherence is then
presented as a function of range, depth, and cross-range for
several azimuthal directions using a long integration time for
averaging over snapshots. Results for short-time windowed
data are then considered in order to illustrate the effect of
environmental nonstationarity on the coherence lengths.
Some of these results can be explained in terms of horizontal
refraction of energy between range-depth planes. Plots of the
TL gradient are presented to facilitate interpretation of field
calculations in terms of horizontal refraction of energy.

We note here that it is difficult to assess the relative
importance of adiabaticity and mode coupling on the total
field structure without performing a modal decomposition of
the three-dimensional field. While such an analysis is beyond
the scope of this paper, some guidance can be obtained from
both recent work1,2,4–6and a TL gradient analysis in order to
gain some insight into the spatial structure of the acoustic
field. A few comments along these lines are made in this
section.

A. Transmission loss

Transmission loss examples for several environments
are presented below for frequencies of 200 and 400 Hz. For
all cases, loss is displayed for a propagation wedge opening
of 120° with ranges spanning 2.5–10.0 km from the source.
Range/azimuth and depth/azimuth slices of the 3D transmis-
sion loss volumes are illustrated. Transmission loss is pre-
sented for a single environmental snapshot, while the time
dependence of the loss is discussed latter in conjunction with
nonstationary coherence results. Cylindrical spreading has
been removed in all plots.

1. Case TI (time invariant)

This baseline case illustrates the underlying spatial
structure of the transmission loss at 200 Hz in the absence of
internal wave perturbations. The upper, pie shaped wedge in
Fig. 3 represents transmission loss for a range/azimuth slice
taken at depth 35 m while the lower surface corresponds to a
depth/azimuth slice obtained at a range of 10 km from the
source. Note that the loss is azimuthally symmetric about
f50 although the full symmetry inf5690° is not shown
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here. The range/azimuth slice shows a quasi-periodic loss
structure as a function of range, with some azimuthal depen-
dence due to the mild spatial variation of the time-invariant
thermocline. The radial field oscillations are due to modal
interference, with the beat pattern exhibiting weak azimuthal
dependence caused by weak angular variations in the hori-
zontal acoustic wave numbers. It should be noted that choos-
ing a different depth for a range/azimuth slice would reflect a
different modal phasing and result in a modification of the
interference pattern. The modal structure at 10 km is illus-
trated in the depth/azimuth slice which indicates a uniform
modal structure for215°<f<15°. Beyond this sector, the
depth-dependent variations reflect a change in the azimuthal
distribution of modal energy at this range.

2. Case DB (diffuse background)

Here we consider the case where spatially diffuse inter-
nal wave perturbations are present in the environment. An
example of transmission loss at 200 Hz is shown in Fig. 4~a!.
The loss in the range/azimuth slice differs from the previous
case in that a weak azimuthal modulation of the modal inter-
ference pattern is now present throughout the slice. This an-
gular dependence varies over several degrees, and is ob-
served as smaller scale striations in the peaks of the modal
interference patterns. Some of this variation appears to be
aligned in range along constant azimuth. The structure is
more clearly illustrated by a depth-averaged transmission
loss plot, as shown in Fig. 5~a! whereTLz is given in Eq.~6!.
Note that the range periodicity is partially smoothed out be-
cause the averaging is over depth-dependent interference pat-

terns whose maxima and minima are not aligned throughout
the water column. Additional computations indicate that for a
given azimuth direction the loss tends to be consistently
lower or higher than in case TI throughout the radial propa-
gation path.

The radial nature of the pattern in Fig. 5~a! is related to
the fact that the ratio of the acoustic wavelengthl to a char-
acteristic spatial scaleL of the internal wave field is much
less than unity (l/L!1), corresponding to primarily for-
ward ~i.e., radial! propagation. It should be noted that both
adiabatic propagation and mode coupling could play a role in
determining the overall spatial dependence of the transmis-
sion loss. An interpretation of transmission loss in terms of
adiabatic propagation or mode coupling depends, to some
extent, on the particular criterion used to determine the di-
viding line between adiabatic invariance for two modesi, j ,
and coupling between those modes. Roughly speaking, the
criteria depend on the depth-weighted overlap between the
modes in question, the range gradient of the sound speed
variation and a length scale determined by the acoustic
modal interference length. Adiabatic propagation is more
likely to dominate in situations where the sound speed gra-
dient is weak over the modal interference length. The rela-
tively weak range gradients associated with the background
internal wave field tend to satisfy this requirement because
the background spectrum emphasizes lower spatial frequen-
cies. On the other hand, solitary wave energy is confined to
higher spatial frequencies and dominates the background
contribution at those frequencies. Therefore, acoustic propa-
gation through solitary waves is more likely to cause mode
coupling than the background internal wave field. Mode cou-
pling has been demonstrated for two-dimensional
propagation1,2,5,6normal to the wave crests, though the situ-
ation here is more complicated because the anisotropy of the
wave packet is included in the computations. In this case,
one might expect adiabaticity when propagation is nearly
parallel to the wave crests of a solitary wave packet because
of the weak sound speed gradients along those azimuthal
directions, though mode coupling can occur at other propa-
gation angles.

The TL gradient plot corresponding to Fig. 5~a! is given
in Fig. 5~b!. Note thatg is negative throughout the propaga-
tion region and that the modal interference pattern, associ-
ated with the bottom loss, is only weakly dependent on azi-
muth and range. This pattern indicates that phase and
amplitude relationships among the modes show little varia-
tion, consistent with adiabatic propagation. The acoustic field
propagates in range-depth planes, independent of azimuth, a
result confirmed by comparingN32D calculations ofg ~not
shown! with the result in Fig. 5~b!.

3. Case SW (solitary wave)

This case describes transmission loss in an environment
containing the solitary wave packet. Referring again to Fig.
2, the packet propagates with its wave crests~i.e., the hori-
zontal location of maximal vertical displacement of the
isopycnal or thermocline! aligned along thef590° azimuth.
Two examples using a frequency of 200 Hz are given in Figs.
4~b!, ~c! for environmental snapshots separated in time by 79

FIG. 3. Transmission loss at 200 Hz for the baseline case TI. A range/
azimuth slice chosen atz535 m and a depth/azimuth slice atr 510 km are
shown. The propagation wedge aperture is 120°.
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min. For reference, a time origint50 is defined to be the
time at which the first depression is centered along thef
590° azimuth. The examples in Figs. 4~b!, ~c! then occur at
t5236 min and t542 min, respectively. The light black
parallel lines superimposed on the range/azimuth plots rep-
resent the locations of the larger depressions, and correspond
to regions where the higher sound speed layers intrude into
the lower sound speed layers.

The shape of the undular bore and its orientation relative
to the radial direction of acoustic propagation are important
factors in determining the transmission loss pattern. First
consider propagation within215°,f,15° for the packet
location corresponding tot5236 min in Fig. 4~b!. Com-
pared to the same region shown in Fig. 3 for case TI, there is
a significant change in both magnitude of the signal and
phase of the modal interference pattern, with an overall in-

FIG. 4. Transmission loss plots:~a! 200 Hz for case DB,~b! 200 Hz for case SW att5236 min, ~c! 200 Hz for case SW att542 min, ~d! 400 Hz for case
SW at t542 min, ~e! 200 Hz for case DBSW att542 min, ~f! 400 Hz for case DBSW att542 min. Note that the parallel black lines between 2.5 and 10
Km denote positions of the major thermocline depressions.
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crease in transmission loss in this environment. The en-
hanced loss and associated variation in the interference pat-
tern is likely due to ~in-plane! range-dependent acoustic
mode coupling caused by the solitary wave packet.1,2,5,6The
coupling is quite sensitive to the packet’s shape and range
from the acoustic source. Figures 5~c!, ~d! are depth aver-
aged TL andg plots for this case. The depth-averaged loss
shows negligible azimuthal variation in this angular sector.
Sinceg,0 in that sector, this suggests that azimuthal cou-
pling is minimal; this result was confirmed by comparison
with N32D computations.

For angles 15°<f<70° there is an azimuthal depen-
dence qualitatively similar to, but more structured than that
shown in Figs. 4~a! and 5~a!. Several two-dimensional mod-
eling efforts that addressed acoustic-internal wave scattering
in simpler environments5,6,7,18concluded that significant en-
ergy transfer occurred when the modal wavenumber differ-
encekp2kq between two acoustic modesp,q was an integer
multiple of a horizontal wave number associated with a
strong spectral contributionF(kh5kp2kq) from the internal
wave field. This resonance coupling condition is more com-
plicated in our environment for several reasons. The packet

is a spatially localized, finite bandwidth entity which evolves
and undergoes dispersion so that the spectral shape and
bandwidth are functions of the packet’s absolute location
relative to its source generating region. In addition, the
acoustic propagation is azimuthally dependent and an effec-
tive wave numberkh cosf is required for evaluation of the
modal resonance condition.4,8 Since the acoustic field senses
different projected wave number components as a function of
azimuth, the resonance condition selectively increases or de-
creases the modal coupling coefficients in an azimuthally
dependent manner. The angular variation in transmission loss
shown in Fig. 4~b! is assumed to be caused by this resonance
effect, although a modal decomposition of the field is needed
to confirm this interpretation. A similar conclusion was re-
cently inferred, however, from a modal analysis andN
32D calculations for a 2D model environment including a
solitary wave packet.4 The TL gradient plot in Fig. 5~d!,
corresponding to the SW case att5236 min, shows that
in-plane propagation is dominant forf<70°. For 70°<f
<80°, g.0 just to the left of the leading thermocline de-
pression and indicates horizontal refraction of energy is oc-
curring near the leading edge of the packet. The result also

FIG. 5. Depth averaged transmission loss at 200 Hz for
~a! case DB,~c! case SW att5236 min, ~e! case SW
at t542 min. Corresponding transmission loss gradient
plots are shown in~b!, ~d!, and ~f! with the indicated
region of ~f! magnified at the right.
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implies that forf<70°, N32D calculations are sufficient to
describe the propagation, a result consistent with a recent
theoretical prediction obtained from a ray-mode based
argument.5 Similar comments apply to the SW case att
542 min, illustrated in Fig. 4~c! for transmission loss and in
Figs. 5~e!, ~f! for TLz andg, respectively. The leading edge
of the packet has now propagated approximately 3.4 km and
several thermocline depressions have passed by the source
location. Note that a strong enhanced transmission path has
emerged atf'90°. This path corresponds to propagation
parallel to the wave crests, and the enhanced transmission is
accompanied by a range-dependent increase in loss for adja-
cent propagation directions. Forf.90° a depth-dependent,
periodic oscillation in transmission loss is observed in Fig.
4~c!. The distribution of energy associated with propagation
parallel to the wave crests suggests acoustic ducting into the
lower sound speed regions between the depressions. Energy
is trapped between adjacent thermocline depressions because
the slightly higher sound speed regions defining the depres-
sions act as oceanographic waveguide boundaries within
which there exists a slightly lower sound speed distribution.
The TL gradient nearf'90° in Fig. 5~f! and its accompa-
nying magnified view show thatg.0 between the neighbor-
ing thermocline depressions, consistent with the interpreta-
tion of energy being horizontally refracted into these regions.
This interpretation is discussed in more detail in Sec. III C
where the effect of time dependence is considered. For com-
parison, an example of transmission loss at 400 Hz is given
in Fig. 4~d! and shows qualitatively similar results for selec-
tive transmission along the wave crests.

For the SW case att542 min theN32D case incor-
rectly implies that, along any radial, the depth summed en-
ergy will decrease by at least the cylindrical spreading rate.
The calculations here show that the internal wave packets
cause energy to be redirected from the radial direction, and
may in fact be ducted into the lower sound speed regions
between the depressions with the following two conse-
quences:~1! The dominant propagation direction is then par-
allel to internal wave packet crests and troughs~2! Energy
initially propagates radially outward from the origin in all
azimuthal angles. As linearly aligned wave packet depres-
sions cross azimuthal bearings, energy is redirected from
these radials and is focused to propagate in the ducting re-
gion. Thus the energy level may actually increase in the duct.

4. Case DBSW (diffuse background plus solitary
wave packet)

Simulation of transmission loss in this case included
both internal wave components and results are shown in
Figs. 4~e!, ~f! at t542 min for both 200 Hz and 400 Hz,
respectively. Both examples reflect properties of the field il-
lustrated for cases DB and SW. While there is azimuthal
modulation of the loss due to the addition of the diffuse
component to the internal wave field, it is important to note
that the enhanced transmission path occurring in case SW
nearf'90° is still present. The robustness of this feature is
evident from a comparison of the range/azimuth slices in
Figs. 4~c!, ~d! and the pair in Figs. 4~e!, ~f!. A closer exami-

nation of the region aroundf'90° ~not illustrated! for cases
SW and DBSW at 200 Hz shows that the transmission loss is
2–4 dB higher in case DBSW than in case SW. The spatially
diffuse contribution apparently represents a small perturba-
tion on loss in this region. At other azimuths, however, the
effects of the packet are more difficult to distinguish from
those caused by the diffuse internal wave field. At 400 Hz,
the sensitivity of the acoustic field to the sound speed pertur-
bations is greater than at 200 Hz. In particular, at 400 Hz,
horizontal refraction from internal wave depressions can oc-
cur not only between adjacent internal wave troughs as
shown for 200 Hz, but also occurs to a diminished degree in
neighboring ducting regions. Thus, at 400 Hz, a shadow re-
gion atf'90° will have focusing regions on either side.

A case with a shallow source at a depth of 5 m~not
shown here! exhibited a higher transmission loss gradient of
approximately 4 dB/km away from the strongly ducted re-
gion. In the focusing region, the loss was about 5 dB higher
than for the deep source case, but the focusing appeared
sharper with respect to the higher loss regions. Since surface
ship noise is commonly modeled by a source at 5 m depth,
this means that shipping noise contributions could be smaller
than otherwise expected in this environment, especially com-
pared to deeper sources of interest.

B. Horizontal coherence

The transmission loss results discussed in the previous
section indicate that anisotropic internal wave fields operate
like spatial filters on the acoustic waves. Horizontal refrac-
tion of energy was seen to introduce ducted transmission
between thermocline depressions for propagation nearf
'90°. This latter effect is considered here in the context of
cross-range coherence. Measurements of horizontal coher-
ence in deep and shallow water have been summarized
recently;19 however, the simulation ranges and nonstationary
environments considered here differ substantially from those
in Ref. 19 so that a comparison will not be attempted.

For several azimuthal directions horizontal line seg-
ments of one kilometer length are specified, spanning the
water column depth of 68 m. They are located at ranges of
2.5 km to 10 km from the acoustic source placed at a depth
of 30 m. Considered first is a long time average using 100
snapshots, each separated by three minute increments for a
total averaging time of 5 h. This integration time smooths out
nonstationary effects associated with the time-evolving inter-
nal wave field. In the following sub-section, short-term av-
eraging~one minute updates over 36 min sliding windows! is
applied to high-light the effect of temporal variability. Note
that if the sound speed field is time invariant, Eq.~4! implies
uCu51. Horizontal coherence for the long time averages are
presented below as coherence volumes that are functions of
range, cross-range, and depth for high valuesuCu>0.8. The
central reference angles for propagation,f0 , serve as param-
eters; they are shown in plan view as inserts in the figures
with the shaded region covering the propagation domain. For
short-term averaging~Sec. III C!, snapshots of depth-
averaged coherence, sound speed, and transmission loss are
presented along with a TL gradient plot.
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1. Case DB

Long time averages for horizontal coherence estimated
at 200 and 400 Hz are shown in Figs. 6~a!, ~b!, respectively.
The environment includes the spatially diffuse component so
that the choice of central reference angle is arbitrary; for
concreteness, the line segments for this case are chosen to be
oriented normal tof0590° although no wave packet is
present here. Constructive and destructive phasor addition is
reflected in the scalloped variation of the coherence in the
range and cross-range directions. It is noted that the coher-
ence remains quite high throughout most of the water col-
umn though a range-dependent falloff is visible in the upper
to mid-water region in Fig. 6~a! and throughout depth in Fig.
6~b!. Differences in the modal distribution of energy between
the acoustic fields at 200 and 400 Hz are probably respon-
sible for the depth dependent variation of the coherence and
the overall cross-range decrease in coherence for the 400 Hz
case relative to that at 200 Hz. While the depth variation
indicates that cross-range coherence will be higher in the
lower third of the water column at 200 Hz, this result is not
a general feature shared by other environments. The presence
of additional modes at 400 Hz tends to smooth out the depth
variations. The larger coherence near the bottom can be at-
tributed in part to the downward refracting profile inducing

larger field amplitudes in regions less prone to the phase
variations that are caused by the thermocline variability.

The range-dependent degradation occurs in the other
cases as well, and represents a common characteristic of
waves propagating in random media. Case DB represents
one time evolving realization of a random medium, in that
the initial spatial distribution ofdc was chosen by Monte
Carlo sampling of an internal wave spectrum. As a coherent
wave front propagates away from its source region, the wave
encounters local sound speed perturbations that cause phase
retardation or advancement. The accumulation of these phase
changes leads to phase degradation and a consequent loss of
spatial coherence. At long ranges~beyond those considered
here!, the field becomes incoherent as memory of the origi-
nal wave front is lost. For both frequencies, the coherence is
only weakly affected by azimuthal variation and results for
this reference angle are representative of those obtained for
others. The absence of strong azimuthal variation is ex-
pected, since the spatially diffuse component of the internal
wave field is a function ofukhu. The mild range/cross-range
dependence of the sound speed profile also has negligible
effect.

If we take the coherence length as the cross-range dis-
tance along the aperture~normalized by wavelengthl! over

FIG. 6. Horizontal coherence volumes for long integra-
tion time~5 h!: ~a! at 200 Hz for case DB,~b! at 400 Hz
for case DB,~c!–~e! at 400 Hz for case DBSW with
central reference angles of 0°, 60°, 90°. The inserts are
plane views with shaded areas denoting the propagation
region; parallel dotted lines, if present, indicate direc-
tion of packet propagation.
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which uCu>0.8 then, at both frequencies, coherence lengths
exceed 100l and indicate that the spatially diffuse compo-
nent has not introduced a significant phase degradation over
this propagation range.

2. Cases SW and DBSW

Before the packet enters the propagation wedge, the
sound speed field in the wedge for case SW corresponds to
the one in case TI. After the packet enters the propagation
region, a strong azimuthal dependence is observed for the
cross-range coherence, particularly noticeable through a
large drop in coherence length nearf0590°. Rather than
illustrate this situation~SW! separately from the two-
component DBSW case, the results are discussed with re-
spect to case DBSW only since the horizontal coherence es-
timates are quite similar in both and the latter environment
illustrates the robustness of the coherence degradation. Ex-
amples are given for acoustic coherence at 400 Hz in Figs.
6~c!–~e! for central reference angles off050°, 60°, 90°,
respectively. These results are computed from environmental
snapshots fort52183 to t5117 min. While not shown
here, the horizontal coherence volumes for central reference
angles in the range 15°,f0,80° are quite similar to that
illustrated forf0560°.

At f050 @Fig. 6~c!#, cross-range coherence is compa-
rable with that in case DB@Fig. 6~b!#, though there is a larger
transverse coherence length~'160l vs '110l! near the bot-
tom. The solitary wave packet tends to dominate the effects
of environmental variability on cross-range coherence for
most azimuthal angles>15°. For 15°<f<80°, there is a
noticeable drop in coherence length from'160l to '60l.
For a central reference angle off0590°, an even larger
degradation occurs, with coherence lengths falling to,20l
throughout the propagation volume for ranges greater than a
few kilometers. This sharp drop results from propagation
along the crests and can be traced to a redistribution of en-
ergy across the line segments caused by horizontal refraction
of energy from neighboring range-depth planes. Refraction is
seen in the TL gradient plots shown in Figs. 5~d!, ~f! and
more clearly illustrated in a magnified view of this region for
shorter integration times, discussed below.

C. Time dependence of horizontal coherence

While useful in illustrating the general dependence of
horizontal coherence on azimuth over fairly large geophysi-
cal timescales, the long integration time estimates given in
Fig. 6 effectively smooth out nonstationary effects which oc-
cur over shorter timescales. These long term averages are
formed over much longer periods than typical integration
times for sonar array processing. This situation is partially
rectified below, where a 36 min time window is used to
compute the cross-range coherence and highlight nonstation-
ary effects. For example, a solitary wave speed;0.5 m/s
would allow 2–3 depressions of a wave packet to pass by an
aperature of length;1080 m. This situation corresponds ap-
proximately to a 7 m/s towed aperture looking over;2–3
min, during which time it transits 840–1260 m. Such a time
period corresponds to a more reasonable array processing
timescale.

The undular bore introduces a nonstationary component
in both the transmission loss and cross-range coherence. This
temporal variability is examined here for case DBSW with
field computations made at 400 Hz. Attention is focused on a
section of the propagation wedge with reference anglef0

590°, corresponding to the region where horizontal refrac-
tion is strongest. Examples are presented for a rectangular
patch 1 km in cross-range with range values between 2.5 and
10 km.

Results illustrating nonstationary effects are presented in
Fig. 7. Recall that the time origint50 min was defined to be
the time that the first thermocline depression is centered
along thef590° azimuth. The depth-averaged sound speed
environment is depicted in Fig. 7~a! at times t5$212,
21,14,18,27% min representing environmental conditions
when the packet is initially located exterior
to this patch and periods when several packet depressions
enter and propagate throughout the region. Att5212 min
only the spatially diffuse contribution is present, while at
t521 min the leading thermocline depression has entered
the area propagating from right to left. Subsequent snapshots
show additional thermocline depressions moving across the
rectangular region. Evaluating Eq.~6! for these environmen-
tal snapshots, the depth-averaged TL are given in Fig. 7~b!.
At time t5212 min the combination of the~time-invariant!
thermocline and sound speed perturbations induced by the
diffuse internal wave component are responsible for a more
or less uniform loss distribution in the transverse direction,
with weak cross-range variability of 1–2 dB. However, when
the depressions are within the propagation region, focusing
and defocusing of the acoustic field are evident. Note that at
t521 min, there is a significant energy concentration to the
left of the packet’s leading edge. The snapshot att514 min
shows another high energy event focusing between two in-
ternal wave packet depressions. Finally, att518 min, a deep
shadow zone appears and is centered on the second isopycnal
depression. Energy is transferred from high sound speed re-
gions to low sound speed regions for all times where the
solitary wave packet is present. Azimuthal scattering away
from the depressions results in enhanced loss of;5 dB
within those regions relative to the loss att5212 min,
when the solitary wave packet is absent. Focusing leads to
8–10 dB lower mean loss relative to that occurring when the
packet is not present.

The behavior discussed above is due to horizontal re-
fraction of energy from neighboring areas, as seen in the
correspondingg plots of Fig. 7~c!. At t5212 min the out-
of-plane refraction is negligible (g,0.4 dB/km), a result
seen at all azimuths in Fig. 5~b! for 200 Hz. The result is
nearly identical to that obtained throughN32D calculations
~not illustrated!. A significant feature is the banding structure
of the TL gradient. The bands represent regions of higher
loss; the range dependence of the loss is related to modal
interference with the bands closely aligned to regions of high
field amplitude in or near the sediment layer. The loss can be
attributed to bottom penetration~see the Appendix!. Larger
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values ofg occur in Fig. 7~c! at all times when the packet is
in the propagation domain and they mark locations where
energy is azimuthally transferred to adjacent areas of rela-
tively lower sound speed~positive gradient!. The latter re-
gions correspond to the areas between the thermocline de-
pressions. A complex cross-range beat pattern is evident in
the refracted component of the TL gradient, suggesting the
presence of several azimuthally interacting modes. In effect,
the oceanographic environment forms a set of parallel, rough
boundary waveguides through which acoustic energy can be
ducted. The roughness is due to the diffuse component which
contributes some random variability in range and depth to
the otherwise smooth isopycnal depressions.

Depth-averaged horizontal coherence for values ofuCu
between@0, 1# is illustrated in Fig. 7~d! and is computed over
a ‘‘sliding’’ ensemble of 36 1 min time steps. The window

includes the 35 min period occurring just prior to each of the
environmental snapshots in Fig. 7~a!, plus the contribution of
the field computed from that particular snapshot. Therefore,
the sound speed plot represents the most recent environmen-
tal snapshot included in the coherence estimate. Horizontal
coherence is highest for the diffuse perturbation environment
existing prior to the introduction of the packet and this ob-
servation is consistent with the long integration time predic-
tions illustrated in Fig. 6. Att521 min, there is a significant
asymmetric drop in coherence on the right side of the region
since coherence is computed with respect to the region’s cen-
ter points~denoted by the black vertical line in the plots! and
the refracted,~rapidly time-varying! energy is primarily
found on the right half of the region. For later times, the
degradation of coherence has continued across the area with
the lowest cross-range coherence in the time window occur-

FIG. 7. Nonstationary behavior of
depth averaged acoustic quantities pre-
sented over a 36 min time window~a!
sound speed distribution,~b! corre-
sponding transmission loss for the en-
vironments in ~a!, ~c! corresponding
transmission loss gradient for the envi-
ronments in~a!, ~d! cross-range coher-
ence computed for a 30 min moving
average. The environments in~a! cor-
respond to that in the last time snap-
shot included in the moving averages.
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ring by t527 min. A significant drop in coherence length
from '80l to '15l occurs over a period as short as 10–15
mins.

IV. SUMMARY AND CONCLUSIONS

This paper describes results of 3D numerical experi-
ments involving the propagation of acoustic wave fields
through a dynamic, 3D oceanographic environment in a shal-
low water waveguide. The environment consists of sound
speed perturbations superimposed on a dominant summer
thermocline, the latter having mild range dependence. The
perturbations include horizontally isotropic and azimuthally
dependent contributions, the former from a spatially diffuse
internal wave field and the latter from an undular bore or
solitary wave packet. A parabolic equation code is used to
compute transmission loss and horizontal coherence as a
function of range, depth, cross-range, azimuth, and time for
frequencies of 200 and 400 Hz. Time is treated as a param-
eter and the frozen ocean assumption is invoked for acoustic
transmission through each environmental snapshot.

A solitary wave packet represents a dynamic oceano-
graphic feature that breaks horizontal symmetry in the water
column, resulting in anisotropic correlation lengths for the
sound speed field. The simulations reveal that the space–
time structure of an acoustic field can be significantly altered
in this type of oceanographic environment for certain propa-
gation conditions. Such structure cannot be fully predicted
on the basis ofN32D calculations because those computa-
tions ignore azimuthal coupling and can produce misleading
estimates of both transmission loss and horizontal coherence
in these environments.

Transmission loss was computed for several environ-
ments in which one or both internal wave components were
present. When a solitary wave packet is present in the trans-
mission path, results indicate thatN32D calculations pro-
vide sufficient accuracy for acoustic modeling of transmis-
sion loss, provided that the azimuthal angles are less than
about 70°. This result is consistent with a recent prediction
obtained under simpler environmental conditions.5 For larger
azimuthal angles, a 3D acoustic computation is needed in
order to include horizontal refraction effects. The horizon-
tally anisotropic component of the internal wave field in-
duces selective transmission paths, most dominant in the
direction f'90°, where acoustic propagation is approxi-
mately aligned with the wave crests of the solitary wave
packet. Horizontal refraction of energy is responsible for
strong transmission loss variations and coherence degrada-
tion for anglesf>70°. These variations are maximal near
f590°, when propagation is along the wave crests and en-
ergy is ducted into the region between thermocline depres-
sions. When propagating through solitary wave packets,
mode coupling within range/depth planes is most likely re-
sponsible for transmission loss variability over anglesf
<70°. Adiabatic propagation is argued to be dominant for
anglesf>70° in the presence of solitary waves and for
arbitrary angles in cases where only the spatially diffuse in-
ternal wave field is present.

Numerical experiments that estimate transmission loss

and horizontal spatial coherence suggest that signal detection
rates and phase sensitive array processing may be signifi-
cantly affected in such an oceanographic environment for
selective array orientations relative to the anisotropic com-
ponent of the internal wave field. Both enhanced and de-
graded detection may occur under these circumstances, while
the horizontally refracted energy can introduce significant
beam wander and beam splitting in this environment. These
nonstationary beamforming effects have been simulated
recently.20

Several features may modify the above results in a real
ocean environment. Bathymetric variability has not been
taken into account here, and may contribute to focusing/de-
focusing and horizontal refraction under certain conditions.
In addition, bathymetric variation directly influences mode
structure and horizontal wave number. Curvature of the soli-
tary wave packet may cause leakage of acoustic energy out
of this natural oceanographic duct, much like a bend in an
optical fiber can radiate electromagnetic energy. In this study,
the diffuse component added an element of random variabil-
ity to the acoustic field structure, but did not affect the major
conclusions. However, the relative strengths of the internal
wave components determine the influence of the anisotropic
packet on acoustic propagation as a function of azimuth, and
a stronger isotropic contribution could mask the packet’s
horizontal refractive effect that is responsible for focusing
and coherence degradation.

At the time this manuscript was completed, an analytic
model describing acoustic propagation through a simple an-
isotropic solitary wave packet appeared in the literature.21

The theory supports our conclusions concerning time-
dependent focusing/de-focusing of the acoustic field due to
horizontal refraction for planar solitary wave fronts, and ex-
tends these results to wave fronts possessing mild radii of
curvature (;104 m).
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APPENDIX: TRANSMISSION LOSS GRADIENT AND
HORIZONTAL REFRACTION

This Appendix considers the transmission of energy
along a range/depth slice and its generalization to azimuthal
energy transfer within the framework of a parabolic approxi-
mation. Functions related to an energy or transmission loss
gradient are described for both 2D and 3D propagation. The
sign of these quantities is an indicator of those regions of the
propagation wedge that can be treated as purely 2D and de-
scribed by N32D computations, and regions where azi-
muthal energy coupling between range/depth planes occurs
and a 3D treatment is necessary. For simplicity, we treat only
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the case presented in the paper—a flat bottom waveguide
with uniform density in range and azimuth. The 2D analysis
is considered first.

Let u, c0 , and r represent pressure, a reference sound
speed, and density, respectively. DefineE5E(r ,f) to be the
integral of an energy density over all depths for a fixed range
and azimuth:

E~r ,f!5E
0

H

u2r21c0
22 dz. ~A1!

This integral has units of energy per unit area, whereH is the
constant total depth (water1bottom, which may be extended
to `!. The integrand is an energy density for the Helmholtz
equation that is analogous to the energy density for the time
dependent wave equation~see Ref. 22, p. 333!. Indeed, the
energy density for the wave equation is obtained by using the
variable sound speed in the medium instead of a reference
speedc0 as in this paper. The approach below requires anL2

function space on the interval 0<z<H. In this space, theL2

norm of a function f (z) is defined by i f (z)i2

5A* f 2(z)w dz where w is a weighting factor. With a
weighting factorr21c0

22, the norm foru(z), will be iui2

5E.
Conservation of energy implies that for two dimensional

parabolic propagation inr and z, energy can only be trans-
ferred from smaller ranges to larger ranges so that one has
the inequality

]E/]r<0. ~A2!

The equal sign holds for strict energy conservation, i.e., zero
net energy flux through a vertical interface, and the inequal-
ity holds for an attenuating medium. This inequality, with the
assumptions made below, is identical to a recently derived
energy flux relation.23 Approximation by a forward finite dif-
ference approximation changes the inequality to

DE/Dr 5
iu~r 1Dr !i22iu~r !i2

Dr
<0. ~A3!

In the computer model implementationFOR3D, the
propagator@Eq. ~3!# is expressed by a pseudo-differential
operator17 based on the differential operatorsY
5(rk0)22 ]2/]2f and Z5(n221)1k0

22r ]/]z(r21 ]/]z).
The operator approximation used to propagate the fieldu
from r to r 1Dr with piecewise range-constant sound speed
is17

u~r 1Dr !5e2 ik0DrMLu~r !. ~A4!

The approximate range propagation operatorsL, M are ex-
pressed as

M5~11p* Z!21~11pZ!, ~A5!

and L5(11 ik0DrY/4)21(12 ik0DrY/4), where a scalarp
is given byp51/4(11 ik0Dr ). In the two-dimensional case,
the propagation is azimuthally independent withY[0, so
that L51.

With these definitions, the inequality given by Eq.~A3!
becomes

iu~r 1Dr !i22iu~r !i25iMu~r !i22iu~r !i2<0 ~A6!

after multiplication byDr ; difference of squares factoriza-
tion of Eq. ~A6! allows one to conclude that

iMu~r !i2iu~r !i<0. ~A7!

If the operator normiM i<1, then the definition of operator
norm states

iMu~r !i<iM iiu~r !i<iu~r !i ~A8!

and inequality~A6! follows. The last inequality mathemati-
cally captures the spirit of energy conservation and attenua-
tion of the field for the 2D case. Spectral methods are now
applied to prove thatiM i<1 and, therefore, show that Eq.
~A2! is satisfied.

The easiest way to proceed is to use the usual eigenfunc-
tion decomposition. Then an integral transform can be de-
fined that allows simple algebraic representations of differ-
ential operators. Simple algebraic inequalities in the
transformed space prove the operator norm is less than or
equal to unity in the nontransformed case. Several assump-
tions must be satisfied to allow eigenmode decompositions
when the index of refractionn5c0 /c is generalized to com-
plex values~to model attenuation!; the existence proof uses
perturbations of an appropriate real index of refraction
case.24 Take Im(c)<0 and Re(c).0; straightforward algebra
shows Im(n2)>0. If, in addition, one requires that Im(n2) is
relatively small@smaller than the minimum eigenvalue spac-
ing of the corresponding ‘‘unperturbed’’ operator using the
real index of refraction Re(n2)#, there exist eigenvaluesl j

and eigenfunctionsc j (z) such thatl jc j (z)5Zc j (z), and
the c j (z) satisfy the usual orthonormality conditions. It also
follows25 that Im(lj)>min(Im(n2))>0. In this case the usual
modal decomposition may be accomplished by

ũ j5E
0

H

r21c0
22u~z!c j~z!dz. ~A9!

This defines an integral transformu(z)⇒ũ j . The symbol⇒
indicates the integral transformation in Eq.~A9! which has
the special spectral propertyZu⇒l j ũ j . Use of linearity
gives (11pZ)u⇒(11pl j )ũ j . If we introduce an inverse
operatorC of (11p* Z) with (11p* Z)Cu5u, the trans-
formed operatorC̃ satisfies (11p* l j )C̃ũj5ũ j , so thatC̃
5(11p* l)21. Thus for M5C(11pZ), the transformed
operator isM̃5(11p* l)21(11pl), a simple multiplica-
tive operation. Elementary complex algebra showsuM̃ u<1,
if Im(l)>0. One now definesũ5@ ũ1 ,ũ2 ,ũ3 ,...#T, which is
a vector in theL2 of square summable sequences. With the
usual norm on this space, the integral transform satisfies
i ṽi5ivi for any appropriatev(z) and its integral transform
ṽ in L2 . One concludes thatuM̃ ũu<uM̃ uuũu<uũu, and in turn
iMui5iM̃ ũi<i ũi5iui which is exactly Eq.~A7!. Thus,
the algorithm implemented inFOR3D obeys the relation Eq.
~A2!. Alternatively, note that if one instead uses the exact
range step operatorM5eik0DrA11Z, then Eq.~A7! is again
satisfied sinceuM̃ u<1 if Im(l)>0 in this case as well. There-
fore, the inequality expressed in Eq.~A2! is satisfied in the
exact range step, 2D case.

For 3D propagation, the sign of the energy gradient can
be positive since energy can flow into or out of a range/depth
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plane. If this range gradient becomes positive, the propaga-
tion cannot be purely 2D and there must be an energy flux in
the azimuthal direction~i.e., horizontal refraction of energy!.
Note, however, that if the energy gradient is negative or zero,
this does not imply the absence of horizontal refraction. For
example, the energy gradient may be negative due to refrac-
tion effects being masked by excess attenuation loss. For
propagation described by Eq.~A4!, the operatorM contrib-
utes energy conservation and attenuation, and so any in-
crease ofE on a fixed radial caused by horizontal refraction
must be due to the operatorL.

If one integratesE over azimuth, an energy flux theorem
for three-dimensional propagation similar to that obtained
above can be derived using the operatorA11Z1Y given in
Eq. ~3!. However, such a result is not useful for tracking
local azimuthal energy flux since the angular dependence is
averaged out. A general quantification ofL for fixed azimuth
is not easily achieved using spectral arguments. We consider
instead a less rigorous, but physically motivated analysis of a
related 3D parabolic equation.

Without resorting to spectral methods, a physical ap-
proach is outlined below in order to demonstrate how a 3D
parabolic equation permits cross-azimuth energy transfer.
The result will be related to the energy gradient inequality
expressed by Eq.~A2!. Consider the following 3D parabolic
equation:26

]u

]r
5

ik0

2 F ~n221!1k0
22H r

]

]z S 1

r

]

]zD1r 22
]2

]f2J Gu.

~A10!

This equation differs from the operator approximations of
FOR3D in that Eq.~A10! uses a polynomial approximation to
the square root, rather than the rational function approxima-
tion incorporated byFOR3D.

Differentiating Eq.~A1! with respect to range, one ob-
tains

]E

]r
5E

0

H

u*
]u

]r
r21c0

22 dz1E
0

H ]u*

]r
ur21c0

22 dz

2E
0

H

u* u
]r

]r
r21c0

22 dz. ~A11!

For range-independent density, the final term vanishes so that
(]E/]r )5I 11I 2 , where the first integral is

I 15E
0

H

u*
]u

]r
r21c0

22 dz

and the second satisfiesI 25I 1* . Substitution of Eq.~A10!
gives

I 15E
0

H ik0u*

2c0
2r

F ~n221!1rk0
22 ]

]z S r21
]

]zD Gu dz

1E
0

H iu*

2c0
2k0rr 2

]2

]f2 u dz. ~A12!

Consider first only thez-derivative terms, obtained by ne-
glecting azimuthal dependence ((]2/]f2)u50). Integration
by parts allows Eq.~A12! to be written in the form

c0
2I 15

ik0

2 E
0

H

~n221!r21uuu2 dz

2
i

2k0
E

0

H

r21
]

]z
u*

]

]z
u dz, ~A13!

where impedance conditions at density jumps have been im-
posed. Addition ofI 1 and I 2 yields the expression

c0
2~ I 11I 2!52

ik0

2 E
0

H

r21uuu2@~n221!2~n* 221!#dz,

~A14!

where the second term of Eq.~A13! cancels its conjugate in
I 2 . The transmission loss or energy gradient for the case of
no azimuthal variation can then be expressed as

]E

]r
52k0c0

22E
b

H

r21uuu2 Im~n2!dz<0. ~A15!

This is a two-dimensional result and implies that the de-
crease inE is due to attenuation in the sediment. The range
of integration is limited to the sediment by the following
reasoning. The integral determining the range derivative is
broken into two parts: define

F]E

]r G
W

52k0c0
22E

0

b

r21uuu2 Im~n2!dz

to be the integral over the water column and@]E/]r #S to be
the integral over the sediment whereb<z<H. If the water
is lossless, as assumed byFOR3D, then Im(n2)50 implies that
@]E/]r #W50. Thus (]E/]r )5@]E/]r #S , and one concludes
that the gradient is determined entirely by the sediment at-
tenuation integral given by Eq.~A15!. The relation given by
Eq. ~A15! reconfirms the proof of inequality~A2! for the 2D
version of Eq.~A10!.

When azimuthal dependence is present, one must in-
clude in Eq.~A13! thef derivative term neglected from Eq.
~A12!. Inclusion of this term leads to the result

]E

]r
5

2k0

c0
2 E

b

H

r21uuu2 Im~n2!dz

2
1

c0
2k0r 2 E

0

H

ImS u*
]2

]f2 uD dz

r
. ~A16!

Let J represent the second integral in Eq.~A16!; this integral
represents the azimuthal contribution to the energy gradient
due to horizontal refraction. Now define^J& as the average of
the azimuthal contribution over a small angledf:

^J&5
1

df E
f

f1df

J df.

Changing the order of integration and integrating by parts
over f give

^J&5
1

dfc0
2k0r 2 E

0

H

ImS 2u*
]

]f
uU

f

f1df

1E
f

f1df ]

]f
u*

]

]f
u df D dz

r
. ~A17!
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If the density is azimuthally invariant, then the velocity in
the tangential direction, Vf , is given by Vf

5 i (vrr)21(]/]f)u and one may rewrite Eq.~A17! as

^J&5
1

dfvrc0
2k0r 2 E

0

H

ImS 2 iu* VfUf
f1df

1E
f

f1df

~vr!22uVfu2df D dz

r
. ~A18!

The second term in the integrand is real and has the form of
kinetic energy density. Only the first term remains, and one
recoversJ asdf→0

J5
1

vc0
2k0r 2 E

0

H

r21 lim
df→0

Re@2u* Vf#f
f1df

df
dz. ~A19!

This result can be viewed as the rate of work done at the side
interfaces of this infinitesimal vertical volume on the neigh-
boring elements in thef direction. Thus Eq.~A19! measures
energy flux tangentially to and from the volume.
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Velocity dispersion in water-saturated granular sediment
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Recent experiments in the Gulf of Mexico have yielded a wealth of information on the
environmental conditions and geoacoustic response of a uniform sand stratum immediately beneath
the seafloor. A comparison ofp-wave velocities measured at low~125 Hz! and high~11–50 kHz!
frequencies in this layer indicates that there is a significant amount of velocity dispersion that occurs
in the interval between these extremes. This narrow-band dispersion, which is not consistent with
the often-used assumption of a nearly constant-Q model, is in accordance with the predictions of the
Biot theory. It results from viscous damping in the fluid as it moves relative to the skeletal frame.
Other recent field data that support this conclusion are presented. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1432981#

PACS numbers: 43.30.Ma, 43.20.Mv@DLB#

I. INTRODUCTION

In the fall of 1999 a series of field experiments named
‘‘SAX99’’ ~for Sediment Acoustics Experiments—1999!,
was carried out in the Gulf of Mexico near Fort Walton
Beach, Florida, While the bulk of the acoustics experiments
in this program were high-frequency studies aimed at deter-
mining scattering and seafloor penetration at low grazing
angles, a few of the experiments were designed to investigate
the lower frequency response of the sand strata immediately
beneath the bottom, wherein most of the higher frequency
work was carried out. Results of some of this lower-
frequency work, obtained by a team from Lamont-Doherty
Earth Observatory of Columbia University~LDEO!, are
given in this paper. The main objectives were to define a
baseline model valid over a somewhat wider frequency range
than that covered by the main high-frequency experiments
and to see if velocity dispersion, as predicted by the Biot
theory, would play an important role in the interpretation of
these experiments.

II. BASIC CONSIDERATIONS

Ever since the Biot theory for porous media1,2 has been
applied to problems in sediment acoustics,3–6 there have
been questions about the nonlinear variation of attenuation
and the marked velocity dispersion that is predicted, particu-
larly in the coarser granular sediments such as sand. Part of
the reason for these questions is that the attenuation pre-
dicted in conjunction with this dispersive behavior does not
match the time-honored assumption that there will be a linear
variation with frequency over the full range of interest in
ocean acoustics. The intrinsic attenuation predicted by the
Biot theory, as applied by Stoll and others,3–6 is the result of
two kinds of energy dissipation that are occurring simulta-
neously in a water-saturated sediment—frictional losses at
grain-to-grain contacts and viscous losses in the pore–water
as it moves relative to the skeletal frame. The relative domi-
nance of these two mechanisms and the relatively narrow
frequency range wherein significant velocity dispersion oc-
curs depend on the fluid mobility~permeability! and associ-
ated parameters.

Many of the traditional models for granular sediments
assume that attenuation varies uniformly with frequency and
therefore that there is very little velocity dispersion over the
entire frequency range of interest. This is partly due to the
fact that several widely used plots of attenuation versus fre-
quency that cover a wide range of frequency and sediment
types have lumped together data for all different kinds of
sediment and from many different kinds of experiment with-
out separating intrinsic from overall attenuation. The result is
a band of data points that suggests an overall attenuation
varying linearly or nearly linearly with frequency7,8 over a
wide range. Since the points plotted in these compilations are
subjective interpretations of the results from many different
kinds of experiment, individual values must be carefully ex-
amined to see if they are applicable to a particular applica-
tion.

As an example, two points labeled ‘‘sand,’’ one at 250
Hz and one at 1 kHz in Fig. 12 of Ref. 8 are each based on
a single value of attenuation given in units of dB/wavelength
based on tests of a normal-mode propagation model. The
original data are in the form of transmission loss curves in
the frequency range from 50 Hz to 6.4 kHz, resulting from
explosive sources deployed in the water column. In these
experiments the authors explicitly assumeda priori that the
attenuation was linear in frequency and very little environ-
mental data were available to allow a careful evaluation of
the sediment through which propagation was occurring.
Hence, these points are inappropriate for studies of intrinsic
attenuation and velocity if one is seeking to accurately define
the frequency dependence for different classes of sediment
such as sand. In fact, if the source data for the above figure
are carefully examined, it can be seen that there are no data
below a frequency of about 4 or 5 kHz that are useful for
studying intrinsic attenuation in uniform sand.

In the present case, the focus is on velocity dispersion
and intrinsic attenuation that occurs in the frequency range of
about 50 Hz to 10 kHz, wherein the Biot theory predicts that
the effects of fluid motion relative to the skeletal frame will
be most pronounced in a typical, uncemented sand near the
seafloor~e.g., a beach sand with little overburden pressure!.
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Under these circumstances, shear-wave velocities will be
quite low and an extremely small amount of energy will be
converted into waves of the ‘‘second kind’’ at a water–
sediment boundary or other interface. Hence, we concentrate
on p waves of the ‘‘first kind’’ ~the so-called ‘‘fast wave’’!
which behave in a manner similar to the traditional elastic
compressional wave except for subtle, frequency-dependent
effects on velocity and reflection/transmission coefficients.
In particular, the classical ‘‘critical angle’’ is no longer en-
tirely meaningful in that there is no longer total reflection
and an evanescent wave in the usual sense.9 Fortunately,
there are some recent experimental data in this frequency
range that may be used to compare with the predictions of
the theory. These data will be discussed in a later section.

The experiments described in this paper were designed
to obtain low-frequency measurements ofp-wave velocity in
a homogeneous sand sediment located in the first meter or so
below the seafloor in that part of the sediment column where
high-frequency measurements and detailed environmental
data are available from the SAX99 experiments. In addition,
measurements of shear-wave velocity and attenuation were
made as a basis for defining a baseline geoacoustic model
valid over a wide range of frequencies. Another objective
was to see whether any velocity dispersion, such as that pre-
dicted by the Biot theory, could be documented and com-
pared with reliable velocity and intrinsic attenuation mea-
surements made by other investigators, both as a part of the
SAX99 program and elsewhere.

III. EXPERIMENTS

In the experiments carried out by the Lamont-Doherty
team, an impulsive source and a linear array of 12 gimbaled,
vertical geophones were deployed on the seafloor in a man-
ner similar to that described by Stollet al.10 with the excep-
tion that the array of phones was situated as closely as pos-
sible to the source in order to optimize the study of very
shallow divingp waves. The source was an 11-shot gun that
utilizes 22-caliber blank cartridges discharged into a helmet-
shaped chamber that is mounted on a self-righting sled. The
string of geophones is attached to the sled by a bridle in such
a way that the array is dragged behind the sled in a straight
line when it is moved forward along a straight path. A hy-
drophone attached to the sled acted as a shot phone to record
the instant of firing. The 12 channels of data and the hydro-
phone channel were connected to a multichannel amplifier/
filter unit and a 12-bit A/D converter. The digital data are
stored on the hard disk of a personal computer. The experi-
mental setup is shown in Fig. 1.

Two types of experiment were performed. The first type,
designed to provide an accurate record of the first arrivals of
p-wave energy, utilized a sampling rate of 5 kHz to provide
a temporal resolution of 200ms for each data point. The
second type utilized a sampling rate of 1 kHz and a longer
total recording time in order to record the propagation of the
Scholte wave over the full length of the 12-phone array. A
record of the second type is shown in Fig. 2, with the ampli-
tude normalized to the maximum amplitude for each trace.
Both the first arrival ofp-wave energy and the progression of
the dispersive Scholte wave are evident in this figure. When
the data is windowed to exclude the first arrivals and direct
water waves, the Scholte wave arrivals are isolated, as shown
in Fig. 3. Here again the data have been normalized to the
maximum amplitude within the window.

All of the high- and low-frequency experiments were
performed in the Gulf of Mexico in an area just off of Fort
Walton Beach, Florida in about 20 m of water. During the
course of the SAX99 experiments, extensive environmental
studies were made to determine grain-size distribution, po-
rosity, permeability, and a number of other variables.11,12 In
general, the top 1 or 2 m of thesediment column was com-
posed of a coarse to medium sand containing numerous

FIG. 1. Experimental setup.

FIG. 2. Travel-time curves normalized to maximum amplitude.

FIG. 3. Windowed portion of travel-time curves centered around Scholte
wave and normalized to maximum amplitude.
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small shell fragments. A typical grain-size curve from a grab
sample taken in the area near the first deployment of the
LDEO bottom array is shown in Fig. 4, along with informa-
tion about the maximum and minimum density of the sedi-
ment. Maximum and minimum density are geotechnical
terms that describe the densest and loosest dry unit weight
that would normally be expected in a naturally occurring
sediment; each different gradation of sand exhibits its own
unique pair of values. The maximum density is determined
by compacting the dry sediment into a cylindrical container
of known volume using a vibrating compactor and the mini-
mum density is determined by gently placing the dry sedi-
ment into the container using a long-nosed funnel. Relative
density,Dr , is then defined as

Dr5
el2en

el2ed
3100%,

where el50.773 anded50.524 are the voids ratio at the
minimum and maximum density, respectively, anden is the
voids ratio at some natural density of interest. Voids ratio is
defined as the ratio of the volume of the voids to the volume
of the solids. The porosityn is related to the voids ratio by
the relationshipn5e/(11e). The porosity measured by
various investigators participating in the SAX99 experiments
varied from 0.37 to 0.41, which corresponds to relative den-
sities ranging from 41% to 75% as shown in the figure. An
accurate value of thein situ porosity is probably the most
important of the primitive parameters needed when estimat-

ing sediment velocity and attenuation, since it plays a role in
determining overburden pressure, total density, and the
moduli of the skeletal frame.13 However, accurate determi-
nation of in situ sand porosity has been a problem that has
plagued geotechnical engineers for many years. Any vibra-
tion or shearing deformation of an unconfined, saturated sand
can cause a significant change in the relative density and
therefore the sediment geoacoustic properties. Hence, the
shearing and displacement caused by any sampling opera-
tions and the transportation of a sample from the sea bottom
to the laboratory, even if carefully done, will usually have an
influence on the density measured in the lab. For this reason
it is usually wise to consider a range of values when model-
ing the effects of porosity.

IV. DATA ANALYSIS

A. Scholte wave dispersion curves

Dispersive Scholte waves, such as the one shown in Fig.
3, may be analyzed in a number of different ways. For ex-
ample, when the windowed travel-time curve for channel 11
shown in Fig. 3 is transformed into the frequency domain
and subjected to a series of narrow-band Gaussian filters and
a Hilbert transform, the result after transformation back to
the time domain is a Gabor diagram of the type shown in
Fig. 5. By tracing out the maxima of this diagram~i.e., fol-
lowing the ‘‘ridge crest’’! a group velocity dispersion curve
is determined. Details of this kind of analysis have been
given by Stollet al.14 and a number of other authors.15

A second approach to the determination of dispersion
curves, in this case the phase velocity dispersion, is to per-
form a cross correlation between adjacent traces and then use
the phase of the result at each frequency and the known
spacing between traces to determine phase velocity versus
frequency~i.e., the phase of the cross spectrum at each fre-

FIG. 4. Voids ratio—relative density diagram.

FIG. 5. Results of multiple filter analysis to determine group velocity dis-
persion.
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quency is equal to the difference in phase between the two
traces at that frequency!.14 Other methods for determining
phase velocity dispersion include cross multiplication of
traces, the method of sums and differences, and slant stack-
ing of the data.15

In order to measure the attenuation of the Scholte wave
and estimate the attenuation of shear waves that may propa-
gate through the strata which are excited by the surface
wave, each trace of the windowed data shown in Fig. 3 was
transformed to the frequency domain with the result shown
in Fig. 6. Before this transformation the amplitude of each
trace was corrected for amplifier gain and the effect of radial
spreading. For clarity each trace is normalized to its maxi-
mum amplitude.

B. Inverse modeling to obtain shear-wave velocity

A constrained, least-squares inversion used in conjunc-
tion with singular value decomposition was utilized to derive
a sediment model from the dispersion curves discussed
above. The inversion is based on a forward modeling algo-
rithm, which utilizes a modified version of the Thompson–
Haskell matrix method16,17 for integrating the equations of
motion for a stack of horizontal, homogeneous layers to find
dispersion of the interface waves propagating along the
water–sediment interface. Because this process is nonlinear,
an iterative process is used to solve for shear-wave velocity
and attenuation of the layers that result in a dispersion curve
that matches the experimental curve. Figures 7 and 8 show
shear-wave velocity as a function of depth for models de-
rived on the basis of both group- and phase velocity disper-
sion. Figure 7 shows a model based on eight layers derived
on the basis of the group velocity dispersion curve for chan-
nel 11 of the data shown in Fig. 3. The Gabor diagram for
this case, from which the dotted group velocity dispersion
was derived, is the one shown in Fig. 5. The cross symbols
show the group velocity dispersion for the assumed model
after 30 iterations and the asterisks the corresponding phase
velocity dispersion curve.

Since the model shown in Fig. 7 is based on the charac-
teristics of a single trace at a range of 55 m from the source,
it represents the average conditions over this entire distance.
As a result local variations in the sediment velocity profile,

which are typical in most shelf sediments,14 may not be fully
apparent. Moreover, the rather smooth, bulbous shape of the
contours in the Gabor diagram, Fig. 5, makes it difficult to
pick the most representative position for the group velocity
dispersion curve at the lower frequencies. Since the disper-
sion at these lower frequencies tends to control the details of
the velocity–depth model in the deeper strata, this portion of
the model may be somewhat different than that derived by
other techniques such as the two-station method described
below.

Figure 8 is based on a phase velocity dispersion curve
derived by averaging the dispersion between adjacent chan-
nels from 5 to 12~25- to 60-m range! in Fig. 3. Data from
channels near the source~1 through 4! were not included in
the analysis to avoid any contaminating effects from direct
and refractedp-wave arrivals. The solid line is the smoothed
result of this averaging, and the cross and asterisk symbols
are the group and phase velocity curves, respectively, for the
model that evolved after 30 iterations. The phase velocity

FIG. 6. Fourier frequency spectra for windowed curves showing frequency
content of Scholte waves. Curves are normalized to maxima.

FIG. 7. Shear-wave velocity versus depth obtained by matching group ve-
locity dispersion of horizontally layered model to experimentally deter-
mined dispersion. The corresponding phase velocity dispersion is also
shown.

FIG. 8. Shear-wave velocity versus depth obtained by matching phase ve-
locity dispersion of horizontally layered model to experimentally deter-
mined dispersion. Experimental dispersion curve is the result of averaging
the dispersion between adjacent channels 5 to 12. Dispersion for each chan-
nel pair determined by cross correlation.
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dispersion between adjacent channels was obtained by cross
correlation as discussed above. More layers were included in
this analysis in order to increase the resolution near the sea-
floor.

Both of the models shown in Figs. 7 and 8 suggest an
upper layer about 1 m thick, wherein the maximum shear-
wave velocity reaches about 100 m/s. Beneath this layer is a
somewhat stiffer stratum where the maximum velocity ap-
proaches about 200 m/s, with some differences between the
two models as discussed above. Possible reasons for the
slower upper layer include bioturbation and/or reworking
due to wave action.

In order to estimate shear-wave attenuation, the ampli-
tude spectra shown in Fig. 6 were used to estimate the at-
tenuation of the Scholte wave at several different frequen-
cies. These data was then used to invert for the shear-wave
attenuation in the upper and lower strata using the same
Jacobian matrix used to invert for the shear-wave velocities.
The details of this procedure are given in Stollet al.18 Using
this procedure the attenuation in the upper layer was esti-
mated to be 0.47 dB/m and in the lower stratum 0.19 dB/m at
25 Hz.

C. p-wave velocity from refraction analysis

As mentioned above,p-wave velocity was determined
based on an analysis of diving waves~surface-to-surface re-
fracted waves! utilizing shots with a 5-kHz sampling rate.
The success of this method is due largely to the unique
source used in our experiments wherein energy from an im-
pulsive source is focused into the seabed by a helmet
mounted on a self-righting sled and precisely spaced geo-
phones were deployed as closely as possible to the source.
Using the stored digital data, each channel was scanned to
determine the time of first arrival and a polynomial travel-
time curve was derived from a least-squares fit to these
points. For most shots it was found that the data for the first
channel, located at a range of 5 m from the source, were
contaminated with high-frequency noise caused by the wire
bridle that was used to secure the geophone cable to the sled.
For this reason only channels 2 through 12 were used to
determine the curve of first arrivals. An amplified and
clipped portion of the travel-time curves for one shot is
shown in Fig. 9. The broken line is a plot of the polynomial
obtained by a least-squares fit to the first arrivals and, as can
be seen from the figure, it is an excellent fit to the data. It is
slightly concave towards the range axis, indicating that the
first arrivals correspond to shallow diving waves caused by
the gradual increase ofp-wave velocity with depth.

Using the slope at each range of the curve of first arriv-
als, thep-wave velocity as a function of depth was deter-
mined using the classical Weichert–Herglotz–Bateman
~WHB! integral.19 The results of the integration and the tra-
jectories corresponding to each range are shown in Fig. 10.
The p-wave velocity at the lowest point of each trajectory,
marked by a small circular symbol, is equal to the slope of
the travel-time curve at the point where the trajectory inter-
sects the surface. The second-order polynomial fitted to the
first arrivals has no physical significance and was used only
to insure a consistent set of slopes at the various ranges.

Other reasonable functions that are good fits to the data will
produce similar results with slightly different velocity–depth
curves from the integration.

An important feature of the current experimental con-
figuration is the position of the geophone array relative to the
source. As can be seen from Fig. 10, the deepest penetration
of the diving p waves is about 5 m, corresponding to a re-
ceiver range of 60 m. Hence, all of the phones are receiving
data from shallower paths that are in the zone of interest in
the current experiment.

In using surface-to-surface refracted ray paths to deter-
mine ap-wave model, some of the same problems encoun-
tered in the analysis of the Scholte interface waves must be
considered. Use of the WHB integral implies a horizontally
homogeneous medium with thep-wave velocity continu-
ously increasing with depth. Since our array is spread out
over a range of 60 m, there are undoubtedly some lateral
variations in sediment properties and geophone coupling
with the seabed that affect the travel-time curves. Without
the use of a reasonable smoothing curve such as the one
employed herein, the results can be quite erratic. Moreover,
in view of the least-squares fit that is utilized to define the

FIG. 9. Amplified, expanded, and clipped portion of travel-time curves
showing first arrivals. Broken line is a plot of polynomial obtained by least-
squares fit to first arrivals. It is slightly concave towards the range axis,
indicating that first arrivals correspond to shallow diving waves.

FIG. 10. Plot of p-wave velocity versus depth obtained by Herglotz–
Bateman–Weichert analysis of first arrivals and wave trajectories corre-
sponding to different ranges.
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curve of first arrivals, it was felt that a sampling rate higher
than the 5 kHz chosen for thep-wave experiments would do
little to improve the final model. Fortunately, the SAX99 site
was carefully chosen in an effort to minimize both vertical
and lateral inhomogeneity in the top few meters of the sea-
bed. As a result, the analysis described above has resulted in
a model that is quite reasonable.

A frequency spectrum of that part of the signal that con-
tains the first arrival of the divingp waves and vestiges of
the direct water arrival shows significant energy in the range
of 50 to 200 Hz with a peak at around 125 Hz. The results of
a number ofp-wave velocity determinations have been plot-
ted at this frequency in Fig. 11 and labeled ‘‘SAX99 low-
frequency field data.’’ These points are based on the slope of
the travel-time curve at a range of 10 m from the source
which corresponds to thep-wave velocity in the upper 30 cm
or so of the sand stratum. Since thep-wave velocity in the
water at the seafloor was about 1535 m/s, the signals from
the divingp waves, which are only slightly faster, are modu-
lated by the water wave after a very short time interval.
Hence, it is virtually impossible to extract a reliable estimate
of attenuation for the diving waves. The cross-hatched area
between 11 kHz and 50 kHz labeled ‘‘SAX99’’ shows the
range of in situ velocities measured in the high-frequency
range using probes11 and buried hydrophone arrays.12,20

In addition to the results just described, Fig. 11 contains
some new data from other investigators that were obtained
from experiments in homogeneous, unconsolidated sands.
This data includes the results ofin situ cross-hole studies by
Turgut and Yamamoto21 and field studies by Magueret al.,22

wherein the measured critical angle is used to inferp-wave
velocity in the sediment. In the cross-hole studies the authors
were able to measure bothp-wave velocity and attenuation in
the frequency range from 1 to 35 kHz. This remarkable set of
data clearly illustrates the velocity dispersion and the corre-
sponding nonlinear variation of attenuation that occurs in a

typical sand sediment. Their measured velocities ranged
from a low of about 1580 m/s at 1 kHz to about 1755 m/s at
about 20 kHz. Since both velocity and attenuation were mea-
sured, the authors were able to integrate their attenuation
data to obtain a theoretical estimate of the corresponding
velocity using the Kramers–Kronig relationships. A compari-
son of this estimate with measured velocities provided an
excellent check on the consistency of their data. The cross-
hole attenuation measurements corresponding to the velocity
measurements in Fig. 11 are shown in Fig. 12, along with
other data that include the SAX99 shear-wave attenuation
measurements.

In the critical angle studies,22 the authors showed that a
velocity of 1626 m/s corresponding to measured critical
angles in the frequency range~2–5 kHz! was significantly
less than the velocity of 1720 m/s measured in cores at 200
kHz, again suggesting that there is significant velocity dis-
persion of the type predicted by the Biot theory.

The data shown in Fig. 11 clearly indicate that there is a
significant amount of nonlinear velocity dispersion that oc-
curs when going from the low- to high-frequency regime.
Not as clear is how this dispersion occurs as a function of
frequency. The robust data set from the cross-hole experi-
ments suggests a very steep dispersion curve, with the tran-
sition from low to high velocity occurring in about one de-
cade of frequency. On the other hand, the much more limited
data from the critical angle study were analyzed on the basis
of a Biot model that suggested a transition occurring over a
somewhat wider frequency range. In the next section, the
parameters controlling the velocity dispersion in this transi-
tion range are more thoroughly discussed and some prelimi-
nary predictions of the Biot theory are presented.

FIG. 11. Measuredp-wave velocity in homogeneous, unconsolidated sands
and velocity dispersion curves based on the Biot theory. Input parameters
are given in Table I. Solid squares labeled ‘‘cross hole’’ are based on data
from Ref. 20 and solid circles labeled ‘‘critical angle’’ from Ref. 21.

FIG. 12. Intrinsic attenuation in homogeneous, unconsolidated sand. Mea-
suredp- and s-wave values and predictions of Biot theory using the same
parameters as for Fig. 11.
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V. CHOOSING A BASE-LINE MODEL

In the basic Biot theory, it is largely three parameters
that control the fluid motion that results in the nonlinear
dispersion that is so important in the coarser granular sedi-
ments. These are the permeability,k, the pore-size parameter,
a, and the structure parametera which defines the necessary
amount of ‘‘added mass.’’ Moreover, these three parameters
~as well as others in the Biot theory! are inter-related so that
care must be taken in any parametric studies to insure that
the chosen values are physically meaningful. A very brief
summary of the Biot model is given in the Appendix for
reference.

To reiterate, the interest in the current study is to evalu-
ate the Biot parameters appropriate top-wave propagation in
unconsolidated sand located in the first 1 or 2 m below the
seafloor. Hence, the overburden pressure will play a minor
role in determining the velocity which should approach a
value close to that given by the Wood equation at low fre-
quencies. The Wood equation, which is a limiting case of the
Biot equations for vanishingly small shear and frame moduli,
has the form

c5AKgKw /~nKg1~12n!Kw!

r
,

wherec is p-wave velocity,Kg andKw are the bulk moduli
of the grains and the water, respectively,n is porosity, andr
is the total density, given by

r5nrw1~12n!rg ,

whererw andrg are the densities of the water and the grains,
respectively.

In the full Biot theory the difference between the veloc-
ity at very low frequency and very high frequency is con-
trolled mainly by the structure factor, whereas the rate at
which one moves from one extreme to the other as a function
of frequency depends on the pore-size parameter,a. This
parameter plays the role of a scaling factor and its value
depends on both the size and shape of the interstitial chan-
nels. As suggested by Biot,a should be chosen such that the
dispersion and attenuation curves fit the experimental data.
Finally, the permeability determines the critical frequency at
which the maximum viscous attenuation occurs. As sediment
grain size decreases, permeability also decreases and the
characteristic frequency takes on higher and higher values.
For typical clean sands of interest in the current study, this
frequency falls in the range between several hundred Hz and
several kHz.

Two sample velocity dispersion curves calculated with
the Biot equations are shown in Fig. 11. The various param-
eters used to generate these curves are given in Table I. The
values of bulk and shear moduli of the frame are based on a
shear-wave velocity of about 100 m/s in the top meter of
sediment and a Poisson’s ratio of 0.2. Other environmental
parameters such as permeability and porosity were chosen to
fall within the range of values measured in the SAX99 ex-
periments. In making these choices it was necessary to take
into account several aspects of the particular field environ-
ment at Fort Walton beach to avoid inconsistencies between

measured geoacoustic response and the predictions of the
theory. For example, the presence of a large population of
bacteria in the interstices of the near-bottom sediment sug-
gested that the overall apparent compressibility of the pore
water may be somewhat different than that of pure water
containing no organic contaminants. For this reason the fluid
bulk modulus of the interstitial water,K f , was chosen to be
somewhat different than the value that would result in a ve-
locity of 1536 m/s, which is the velocity that would be in-
ferred for uncontaminated bottom water based strictly on
temperature and salinity. The value for modeling was chosen
to produce ap-wave velocity at low frequencies that matched
our field measurements using the Wood equation~or the full
Biot equations which reduce to the Wood equation at low
frequency!. An alternative way to account for the effect of
the bacteria might be to alter the bulk modulus of the sand
grains assuming that the organic material exists as a coating
on the grains.

The two dispersion curves in Fig. 11 show the effect of
changing the pore-size parameter,a from 0.0007 to 0.002 cm
with other parameters held constant. As mentioned previ-
ously, the low- and high-frequency results from the SAX99
experiments as well as the cross-hole and critical angle ex-
periments are also shown. It is clear from this figure that the
preliminary Biot models chosen for this illustration predict
velocity dispersion that approaches the experimental results
at high and low frequencies; however, without more experi-
mental results in the intermediate range, the ‘‘best’’ value for
a is not fully defined. Other values of parameters such as
permeability and structure factor appropriate for the sedi-
ment being studied produce similar curves shifted somewhat
in frequency and velocity span. Thus, it is possible to fit a
wide variety of experimental results that corresponds to the
almost-infinite variety of sediments found in nature.

Figure 12 shows thep- and s-wave attenuation corre-
sponding to the two dispersion curves of Fig. 11, as well as
the range ofp-wave values measured in the SAX99 high-
frequency experiments. Also shown are thep-wave attenua-
tions measured in the cross-hole experiments and shear-wave
attenuation measured by the LDEO team at 25 Hz and the
NRL team at 1 kHz.11 Here again, it is clear that there is a
complete lack of experimental data forp-wave attenuation at
frequencies below 1 kHz. Finally, one of the most interesting
aspects of this figure is the fact that an extrapolation down in
frequency assuming that the attenuation varies linearly with

TABLE I. Input parameters for preliminary Biot model.

Physical property Symbol~units! Value

Density of grains r r ~kg/m3! 2.653103

Density of fluid r f ~kg/m3! 1.0263103

Bulk modulus of grains Kr ~N/m2! 3.631010

Bulk modulus of fluid K f ~N/m2! 2.273109

Bulk modulus of frame Kb ~N/m2! 2.633107

Shear modulus of frame Gb ~N/m2! 1.983107

Porosity n 0.4
Permeability k ~m2! 2.0310211

Structure parameter a 1.15
Log decrement of frame d 0.2
Pore-size parameter a ~cm! 0.002 and 0.0007
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frequency ~see the guideline labeled ‘‘first power of fre-
quency dependence’’! results in a considerable mismatch
with the lower-frequency values predicted by the Biot model.

VI. SUMMARY AND CONCLUSIONS

A comparison ofp-wave velocities measured at high
~11–50 kHz! and low~50–200 Hz! frequencies in a uniform
sand stratum just below the seafloor indicates that there is a
significant amount of velocity dispersion occurring in the
frequency interval between these extremes. Moreover, recent
experimental data at frequencies within this interval involv-
ing both direct cross-hole measurements and measurements
of the critical angle substantiate this conclusion. This kind of
pronounced dispersion occurring at a critical frequency in
the intermediate frequency range is predicted by the Biot
theory and is attributable to pore fluid motion relative to the
skeletal frame of the sediment. In addition to the observed
velocity dispersion, the theory predicts that intrinsic attenu-
ation will be a nonlinear function of frequency because of
the combination of viscous losses due to fluid motion relative
to the frame and frictional losses occurring at the intergranu-
lar contacts.

In view of the above, it is clear that the often-used as-
sumption of a constant or nearly constant Q which leads to
attenuation that varies essentially linearly with frequency and
velocities that are nearly constant is not appropriate when
modeling the seismoacoustic response of uniform coarse
sediments such as sand when they are fully saturated. More-
over, the results presented herein show that the traditional
method of cataloguing attenuation of a sediment by a single
value valid at 1 kHz is likely to lead to misleading results
when extrapolating over a significant frequency range on the
basis of a linear variation with frequency.

A review of the available experimental data for velocity
in the relatively low-frequency range~e.g., see Figs. 11 and
12! shows that more experimental work needs to be done in
order to fully define the response at these frequencies and to
offer guidance in the choice of model parameters.
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APPENDIX:

In the Biot theory, the equations of motion for compres-
sional waves have solutions when the following characteris-
tic equation is satisfied:

U H̄l 22rv2 r fv
22C̄l 2

C̄l 22r fv
2 mv22M̄ l 22 ivFh/k

U50.

The two complex roots of this equation are of the forml
5 l r1 i l i , giving the attenuationl i and the phase velocity
v/ l r for the first and second kind of dilatational waves.h is
fluid viscosity,k is permeability, andm is an apparent mass
defined asm5ar f /n, wheren is porosity,r f is fluid mass
density, anda is the so-called structure factor.F5F(k) is a
complex correction factor derived by Biot to account for the

deviation from Poiseuille flow at higher frequencies. The ar-
gumentk has the form

k5a~vr f /h!1/2,

wherea is the pore-size parameter. The operatorsH̄, C̄, and
M̄ are given by

H̄5
~Kr2K̄b!2

D2K̄b

1K̄b14m̄/3,

C̄5
Kr~Kr2K̄b!

D2K̄b

, M̄5
Kr

2

D2K̄b

,

where

D5Kr~11n~Kr /K̄ f21!!.

Kr is the bulk modulus of the individual sediment grains,Kb

is the bulk modulus of the assemblage of particles compris-
ing the frame measured in a drained test, andm̄ is the shear
modulus of the frame in a water environment. The overbars
indicate complex functions of frequency,v. The above ex-
pressions for the moduli are strictly true only when the volu-
metric strain of the pore volume is the same as the volumet-
ric strain of the frame~i.e., constant porosity-see Stoll5, pp.
9–10!.

There have been several recent papers23,24 that offer ap-
proximations to the full Biot theory which avoid the neces-
sity of evaluatingF(k) and solving the fourth-order equation
given above. These approximations are particularly useful
when making the preliminary choice of parameters for a
given sediment.
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We introduce the similarity index~SI! for the classification of the sea floor from acoustic profiling
data. The essential part of our approach is the singular value decomposition of the data to extract a
signal coherent trace-to-trace using the Karhunen–Loeve transform. SI is defined as the percentage
of the energy of the coherent part contained in the bottom return signals. Important aspects of SI
are that it is easily computed and that it represents the textural roughness of the sea floor as a
function of grain size, hardness, and a degree of sediment sorting. In a real data example,
we classified a section of the sea floor off Cheju Island south of the Korean Peninsula and compared
the result with the sedimentology defined from direct sediment sampling and side scan sonar
records. The comparison shows that SI can efficiently discriminate the bottom properties by
delineating sediment-type boundaries and transition zones in more detail. Therefore, we propose that
SI is an effective parameter for geoacoustic modeling. ©2002 Acoustical Society of
America.@DOI: 10.1121/1.1433812#

PACS numbers: 43.30.Ma, 43.30.Gv@DLB#

I. INTRODUCTION

High-resolution profiling systems are used to reveal geo-
logical structure of the sea floor composed of various types
of sediments and rocks. A great deal of work has been per-
formed to quantitatively determine or discriminate physical
properties of the sea floor from profiling data. These studies
encompass a wide spectrum of data processing. Earlier stud-
ies used monochromatic sonar data for the direct measure-
ment of a pressure reflection coefficient of the sea floor.1

Milligan et al.2 introduced a statistical approach using the
Karhunen–Loeve~KL ! transform. Instead of measuring the
reflection coefficient, they utilized the entire acoustic echo
signal from the sea floor. They classified the sea floor in a
certain area according to the textural difference resulting
from the cluster analysis of a whole set of data. With the
development of a wideband chirp sonar, more quantitative
approaches were introduced to estimate parameters of surfi-
cial sediments such as reflection and attenuation
coefficients.3–5 The wide frequency band nature of the chirp
sonar was also utilized to recognize the statistical properties
of the bottom type based on time-frequency analysis.6

In this paper, we present the similarity index~SI! as a
new acoustic measure for sea floor classification. Our
method is similar to that of Milliganet al.2 in that both are
based on the KL transform. However, the computation of SI
does not require the whole set of data like their cluster analy-
sis does; instead, it is computed from several consecutive
return traces. Further, SI, although computed statistically, is a
physical parameter that appears to represent the variation of
the sea floor in terms of surface texture and sediment type.
Our discussions are illustrated with a real data example that

includes a verification by dense sediment sampling and side
scan sonar records.

II. THE SIMILARITY INDEX „SI… FROM THE KL
TRANSFORM

The KL transform produces a set of uncorrelated~or-
thogonal! principal components from the data set, thus has
been widely applied to seismic data analysis and digital im-
age enhancement.7–9 Although there are many ways to
implement the KL transform, the singular value decomposi-
tion ~SVD! approach of Freire and Ulrych10 is a straightfor-
ward way.

Let X be an acoustic profiling data matrix which con-
tainsM traces each withN data points, i.e.,

X5$xi j %, i 51,2, . . . ,M ; j 51,2, . . . ,N. ~1!

The SVD ofX is given by

X5(
i 51

r

s iuiv i
T , ~2!

where superscriptT indicates transpose,r is the rank ofX, ui

is the ith eigenvector ofXXT, v i is the ith eigenvector of
XTX, and s i is the ith singular value ofX. The singular
valuess i are the positive square roots of the eigenvalues of
the covariance matricesXXT or XTX ~Lanczos11!. In Eq. ~2!
the factoruiv i

T is an (M3N) matrix of unit norm which is
called theith eigenimage ofX. Since the singular values are
always ordered in decreasing magnitude, the greatest contri-
butions in the representation ofX are contained in the first
eigenimages.

If the data are considered to be composed of traces
which show a high degree of trace-to-trace correlation,X
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may be reconstructed from only the first few eigenimages.
Reconstruction using the first few singular values is called
the principal component reconstruction. Whereas, recon-
struction using the remaining singular values is called the
misfit reconstruction.

Freire and Ulrych10 showed that the percentage of en-
ergy contained in a reconstructed image is given byE, where

E5
( i 5p

q s i
2

( i 5p
r s i

2
, 1<p<q<r . ~3!

The choice ofp andq depends on the relative magnitudes of
the singular values, which are a function of the input data.

The acoustic return from the sea floor is the sum of both
reflected and scattered signals. In general, acoustic profiling
data are gathered continuously in the form of signal traces at
a very short interval. When the sea floor is flat over a short
distance, we regard it appropriate that the sea floor condition
varies negligibly, and consequently reflections are coherent.
Whereas, the incoherent part of the data is assumed to arise
from various inhomogeneities on a variety of scales at the
sea floor and in its surficial volume that are reflective of
roughness and degree of sediment sorting. There is a strong
correlation between grain size and sorting;12 finer grained
sediments are well sorted; in contrast, coarser grained sedi-
ments tend to be poorly sorted not only because they are
hardly uniform in size but also because abundant intergranu-
lar pores accommodate smaller particles such as silt and fine
sand. Coarse sediments will also increase the textural rough-
ness of the sea floor. Therefore, coarse sediments increase
inhomogeneities internal and external. These inhomogene-
ities are small compared with the wavelength of a pulse gen-
erated from acoustic profiling devices, giving rise to scatter-
ing.

Milligan et al.2 showed that in their experiment the larg-
est characteristic root of the covariance matrix accounted for
97% of the observed variance. This means that almost all of
pure reflectivity of the bottom can be reconstructed from the
first principal component. Although the analysis of Milligan
et al. required all the acoustic return signals collected in the
survey area, the same principle can be applied to a much
smaller data set. If a coherent signal in adjoining traces refers
to an event which is similar horizontally in a trace-to-trace
sense, it is contained in the first eigenimage. We thus takeq
as 1 in Eq.~3! to measure the coherence of a few consecutive
return pulses. The resultant quantity is referred to as the
similarity index ~SI!:

SI5
s1

2

( i 5p
r s i

2
. ~4!

From Eq.~4! it is easily conceived that SI ranges from 0 to 1
for various seabed conditions and increases in accordance
with homogeneity and softness of the bottom. On the con-
trary, textural inhomogeneity and large roughness will result
in a decreased SI value.

For some discrimination methods of the sea floor using
acoustic profiling data, it is necessary to correct for amplifier
gains and spreading losses. This is especially true when a
pressure reflection coefficient of the bottom is directly mea-
sured. Even the statistical grouping method of Milligan
et al.2 needed such correction to obtain mean acoustic reflec-
tion. The KL transform dictates that ifX consists ofM traces
equal to within a scale factor,X can be perfectly recon-
structed by the first eigenimages1u1v1

T . Therefore, SI is
independent of ping-to-ping amplitude variation induced by
extraneous factors such as amplifier gains and spreading
losses.

III. EXPERIMENT AND RESULT

A. Data collection

A high-resolution profiling survey was carried out off
the east coast of Cheju Island south of the Korean Peninsula
~Fig. 1!. The chirp sonar system~model: Data Sonics CAP
6000W! was set up and calibrated to transmit a 20 ms pulse
ranging in frequency from 1 to 10 kHz at a repetition rate of
250 ms. Since the ship’s speed was kept at 5 knots, this
repetition rate corresponds to 0.64 m distance. The survey
area was covered by 10 east–west lines at an interval of 100
m each about 3.5 km long~Fig. 1!. Along with chirp profiles,
side scan sonar records were collected to obtain the sea floor
image of the survey area. For ground truth, surficial sedi-
ments were sampled at 23 points using a grab and by divers.
These sediment samples were analyzed for grain size and
sediment type~Table I!.

The water depth in the survey area increases monoto-
nously seawards from 6 to 92 m. Figure 2 is the sea floor
features map of the survey area synthesized from sediment

FIG. 1. ~a! Location map of the study area.~b! Locations of chirp sonar
profiles off the east coast of Cheju Island with positions of sediment sam-
pling using a grab and by divers.
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analysis results and side scan records. Sediments in the study
area are mainly clastic, varying from sands, gravelly muddy
sands, to muddy sands accordingly as the seabed deepens to
the east. The northeastern and southwestern parts are charac-
terized by outcrops of volcanic rocks. In particular, the rocks
in the southwest are composed of consolidated~or lithified!
volcanic ash deposited in the quaternary and termed the
Shinyang-ri formation. Thus the sea bottom of the survey
area is distinctively divided into five regions comprising
~volcanic! sedimentary rock, sand, gravelly muddy sand,
muddy sand, and volcanic rock.

B. Experimental result

The chirp sonar system transmits the chirp pulse that is a
linearly frequency-modulated signal@Fig. 3~a!# between 1
and 10 kHz@Fig. 3~b!#. Because the recorded trace contains
both the transmitted pulse and the bottom signal@Fig. 3~c!#,
the bottom signal portion of 20 ms consisting of 1000
samples was selected and matched filtered using the simu-
lated pulse of transmission@Fig. 3~d!#. As a result, pulse

compression is achieved and a signal gain over background
noise is enhanced. For display on the graphic record section
the compressed signal is represented by its envelope@Fig.
3~e!#.

To demonstrate the discrimination of the sea floor using
SI, we illustrate a simple example. Figures 4~a!, ~b!, and~c!
represent 10 consecutive return signal traces after matched
filtering from three different bottom types~panel 1!: rock,
inhomogeneous sand, and muddy sand, respectively. Inho-
mogeneous sand refers to a mixture of sediments consisting

TABLE I. The results of bottom sediment analysis~S5grab,D5Diving!.

Sample
No.

Sediment texture~%!

Type
Mean grain

size ~F!Gravel Sand Silt Clay

S-01 99.94 0.06 S 2.12
S-02 99.92 0.08 S 2.43
S-03 99.88 0.12 S 2.06
S-04 2.16 97.63 0.21 (g)S 2.31
S-05 0.27 99.57 0.16 (g)S 1.93
S-06 99.78 0.22 S 2.18
S-07 99.82 0.18 S 2.17
S-08 99.78 0.22 S 2.27
S-09 99.50 0.50 S 2.35
S-10 0.19 99.67 0.14 (g)S 1.46
S-11 99.89 0.11 S 2.16
S-12 52.77 46.77 0.46 sG 20.98
S-14 36.20 35.08 8.23 20.47 msG 2.39
S-15 7.90 47.67 15.09 29.36 gmS 4.68
D-02 0.08 99.75 0.17 (g)S 2.29
D-03 99.90 0.10 S 2.44
D-04 99.86 0.14 S 2.19
D-05 99.95 0.05 S 2.22
D-06 99.95 0.05 S 1.97
D-07 99.93 0.07 S 2.01
D-08 99.83 0.17 S 2.43
D-09 99.95 0.05 S 2.34

Mean grain size:F scale52log 2 ~mean grain diameter in mm!. Sediment
type: S ~sand!, (g)S ~gravely sand!, sG ~sandy gravel!, msG ~mud–sand–
gravel!, gmS~gravel–mud–sand!.

FIG. 2. The sea floor features map
synthesized from sediment sample
analysis and side scan sonar records.

FIG. 3. ~a! The transmitted chirp signal and~b! its amplitude spectrum.~c!
A single chirp sonar trace.~d! The portion of the bottom return in~c! after
matched filtering and~e! its envelope.
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of sand and smaller portions of gravel and silt~e.g., S-15 in
Table I!. The profiling traces were shifted so that the bottom
return signals are aligned. The principal component and mis-
fit reconstructions of aligned traces are shown in panel 2 and
panel 3, respectively. The lowermost panel shows the varia-
tion of the relative magnitudes of the eigenvalues. In this
particular case, Fig. 4 shows that the coherent signal for
muddy sand is explained mostly by the first eigenimage@Fig.
4~c!#, and for inhomogeneous sand the relative magnitude of
the second eigenvalue slightly increases@Fig. 4~b!#. In con-
trast, for the rocky bottom, the magnitudes of the remaining
eigenvalues are significant@Fig. 4~a!#. Quantitatively, SI is
less than 0.4 for the rocky bottom, 0.5–0.7 for sand and
higher than 0.7 for muddy sand. Because the bottom returns
were aligned, SI does not contain the effect of irregular to-
pography significantly. Therefore, SI is a useful parameter to
distinguish the bottom type as a function of grain size, hard-
ness, and degree of sorting which aggregately define the bot-
tom sediment facies. A simplifying but feasible assumption is
that the change in bottom geology is negligible over a dis-
tance interval of less than 6 m that corresponds to 10 con-
secutive traces. Consequently, adjacent traces do not differ
drastically from each other. This observation allows SI to be
computed from the KL transform of several consecutively
recorded bottom returns.

Figure 5 shows the variation of SI values along the even
numbered lines. The individual SI value was computed from

FIG. 5. The computed similarity index~SI! along even-numbered lines. For
each line a piecewise smooth curve was fitted to SI values.

FIG. 4. Ten consecutive bottom returns from~a! rocky, ~b! sandy, and~c! muddy sandy bottoms. From top to lowest panels are shown return traces~1! after
time alignment,~2! principal component,~3! misfit reconstruction, and~4! plot of the relative magnitude of the eigenvalues associated with the data in panel
~1!.
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a window consisting of 10 consecutive traces as in the pre-
vious example in a moving average fashion, then projected
onto the survey track at the location of the central position of
the window. In this example we plotted every tenth SI value.
We fit a piecewise continuous curve to SI values using an
average interval of five points that slided over the survey
lines. However, some SI values show a small degree of de-
viation from the fitted curve. This deviation can probably be
attributed to a local inhomogeneity and might have been ex-
aggerated by the loss of continuity because every tenth SI
value was plotted.

Figure 6 is the sea floor image of the survey area which
was obtained by interpolating all the SI values using the
bicubic spline scheme. A comparison of Figs. 2 and 6 shows
a remarkable agreement on the discrimination of bottom
types and enables certain general statements on the sedimen-
tology of the survey area. The inner area contiguous to the

shore except for the Shinyang-ri sedimentary rock outcrop is
covered with homogeneous fine sand@Fig. 7~a!#, showing
high SI values of about 0.8. The lowest SI values of less than
0.4 are observed at the rocky bottom in the northeast be-
tween 2.6–2.8 km range. Figure 7~b! is the chirp sonar pro-
file that shows the rock outcrop in this area characterized by
internal scatters and stretching of bottom returns. The area
surrounding the rocky bottom is associated with SI values of
0.4 to 0.6, which seems to define the transition zone from the
relatively homogeneous sandy bottom to the rugged rocky
bottom. In some parts adjacent to the rock outcrop, the bot-
tom is covered with semi-consolidated material that is inter-
preted as relict sediments exposed after the removal of over-
lying fine grained sediments during the low sea level stand.
In the southeastern part between 2.8 and 3.0 km distance, is
located a north–south elongated belt of SI values much
lower than the average. Sediment analysis indicates that the

FIG. 6. The sea floor image map con-
structed from SI values.

FIG. 7. Chirp sonar profiles for the sea floor composed of~a! fine sands,~b! rocks,~c! poorly sorted sediments, and~d! consolidated sediments.
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bottom here is composed of a poorly sorted mixture of
gravel, sand, and silt~S-14 in Table I!, resulting in enhanced
textural inhomogeneity which, in turn, made SI values com-
parable to those for the rocky bottom. The representative
chirp sonar profile of this area@Fig. 7~c!# shows internal
chaotic facies that are distinguished from the adjacent homo-
geneous sand bottom@Fig. 7~a!#. The Shinyang-ri formation
in the southwest composed of consolidated volcanic ash is
also characterized by low SI values of 0.4–0.6 whose perti-
nent profile@Fig. 7~d!# is suggestive of textural irregularity.

The previous discussions showed that SI can discrimi-
nate the different bottom sediment types and the sediment/
rock boundary. Moreover, the clear definition of transition
zones is expected to provide valuable information on the
facies changes. The excellent internal consistency observed
in the regions of the same sediment type indicates the reli-
ability of SI as a robust acoustic parameter.

IV. CONCLUSIONS

In this paper, we have presented the similarity index~SI!
as an acoustic measure to classify the sea floor. Since the
singular value decomposition of adjoining acoustic profiling
traces suffices for the computation of SI, this approach offers
the advantage that the proposed processing scheme is ex-
tremely easy to implement. We have found by application to
real data that~1! SI correlates well with the bottom sediment
facies that is controlled by grain size, hardness, and degree of
sorting,~2! SI, ranging from 0 to 1, increases in accordance
with the homogeneity and softness of the bottom, and~3!
sediment sampling and side scan sonar records verify the
effective discrimination of the sea floor using SI. Further, the
delineation of detailed facies boundaries and transition zones
is achieved by the proposed method in this paper. These
features suggest that SI can be a useful parameter for geoa-
coustic modeling that remotely discriminates the sea floor
from acoustic data. Finally, although we have shown the real
data example using the wideband chirp sonar, we would like

to mention that SI is also effectively computed for mono-
chromatic sonar profiling data and that real-time classifica-
tion of the sea floor is possible because SI can be computed
once a few consecutive profiling traces are acquired.
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An inversion method based on the concept of back wave propagation~BWP! is described in this
paper for estimation of geoacoustic parameters from acoustic field data. A phase-regulation
technique is introduced to increase the sensitivity of the method for geoacoustic model parameters
having low sensitivity. The case of data consisting of signal plus additive noise is also addressed. It
is shown theoretically that the sensitivity can be increased by a factora using the phase regulation
procedure, and that the spatial resolution of signal energy that is concentrated by BWP at the known
source position is increased whena increases. This result suggests an effective criterion for use in
the inversion, based on the spatial distribution of signal energy around the true source location. The
basis for the criterion is the spatial variance of the back-propagated pressure field in a window
around the known source location. A multistep search process is proposed to avoid using a
complicated multidimensional search process. Inversion results from both simulations and
experimental data are given. The real data were taken from the Pacific Shelf experiment carried out
in shallow water off the West Coast of Vancouver Island in the Northeast Pacific Ocean. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1430691#

PACS numbers: 43.30.Nb, 43.30.Wi@DLB#

I. INTRODUCTION

In underwater acoustics there has been an intensive re-
search effort over the past 20 years to develop model based
signal processing methods for use in advanced sonar design.
One of the techniques, known as matched field processing
~MFP!, has gained widespread use. MFP was described in
the underwater acoustics literature initially as a generalized
beam forming method for source localization with an array
of sensors.1–3 More recently, MFP has been applied as an
inversion method to estimate either the source location or the
environmental parameters of the ocean wave guide from
measurements of the acoustic field.4–7 The approach is to
maximize or minimize an objective function that compares
the measured acoustic pressure field with a modeled field
~replica! that is calculated for a specific geoacoustic param-
etrization. Well-known processors such as the Bartlett,
matched mode, minimum variance, and multiple constraints
processors have been applied to data obtained using multi-
sensor arrays.8 The technique has been remarkably success-
ful, and there is now an extensive literature on simulation
and benchmarking exercises9 and applications with experi-
mental data in shallow water.7

An alternative picture of matched field processing is
provided by the concept of back wave propagation~BWP!. A
method for source localization based on back propagation of
acoustic fields calculated by the parabolic equation~PE! was

originally suggested by Tappertet al. in 1985.10 However,
since then the technique has received relatively little atten-
tion in MFP, although Collinset al.11 and Thomsonet al.12

have shown the use of BWP for source localization in range
dependent environments. The recent time-reversal experi-
ments in underwater acoustics are based on the same
concept.13 Back wave propagation is based on the reciprocity
and superposition properties of the ocean wave guide which
ensure that the measured pressure fields can be considered as
sources for an array of transmitters. In practical terms, the
conjugate of the measured field at the receiving array is
weighted by the range and then back propagated from the
array. If the geometry of the transmitting array is the same as
the experimental geometry for the receiving array, then it can
be shown10 that only for the true ocean environmental pa-
rameters does the back-propagated wave field converge to
the location of the source. Figure 1 shows a simple model of
the forward and backward propagation geometry.

For geoacoustic inversions using conventional MFP
methods it is well known that there can be weak sensitivity
of the pressure field measurements to environmental param-
eters such as shear speed, shear attenuation, and density. In
this paper we develop an inversion method based on BWP
for estimating geoacoustic parameters in a shallow water
wave guide. We introduce a post processing, phase regula-
tion technique to improve the performance of the method for
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estimating parameters with low sensitivities. In this proce-
dure we vary a sensitivity factora that enhances the phase
changes due to model and environmental mismatch. By ap-
propriately choosing values ofa we can estimate environ-
mental parameters to a required accuracy. For convenience,
we assume that the experimental source geometry is known.
In practice, however, we are limited in choosing arbitrarily
high values fora because of experimental noise in the data.
The theory of this concept is presented in Sec. II, and in Sec.
III we discuss the effects of noise on the sensitivity value and
source location estimation.

In Sec. IV we introduce a criterion for estimating the
best match between the measured field and the replica gen-
erated by the geoacoustic model parameters. The criterion
minimizes the spatial variance of the back-propagated signal
energy in the vicinity of the source location.

A significant disadvantage of MF inversion methods is
the use of computationally intensive search methods to navi-
gate the multidimensional model parameter space. To over-
come this difficulty, we implement a multistage search pro-
cess, based on appropriate choices of the sensitivity factors
and environmental parameters, that approximates a multidi-
mensional searching process with a series of search pro-
cesses of reduced dimension.9,14–16 The approximation is
achieved by classifying the environmental parameters into
three sets of high, medium, and low sensitivity, and then
choosing an appropriate value ofa for each set. This proce-
dure is discussed in Sec. V.

Inversion results from simulations and experimental data
are given in Sec. VI. The data were taken from the Pacific
Shelf experiment17 carried out in shallow water off the West
Coast of Vancouver Island in the Northeast Pacific Ocean.

II. PHASE REGULATED BACK WAVE PROPAGATION

The BWP concept assumes that the fields received at an
array ofN sensors can be used as sources. The pressure field
used as the source in the back-propagation step is the conju-
gate of the measured field,Pf* (r a ,zk), k51,...,N, that was

transmitted from the experimental source and received at the
array. Herer a is the array range,zk is the depth of thekth
sensor and* denotes the complex conjugate. The back-
propagated field,Pb(r ,z), at location ~r,z! for a range-
independent environment can be expressed using normal
modes by18

Pb~r ,z,g!5 (
k51

N Pf* ~r a ,zk ,g!

4r~zk!
(

m51

M

Cm~zk!Cm~z!

3H0
~1!~kmr !, ~1!

whereg5@g1 ,g2 ,...,gq# is a vector that contains both the
environmental and the source parameters,r(z) is the depth
dependent density function,H0

(1) is a Hankel function~type
1, order 0!, andCm(z) andkm are the eigenfunction and the
eigenvalue of themth mode, respectively. Let us define the
functionRk(r ,z,g) as the pressure signal measured at a point
~r,z! weighted by the square root of the range,

Rk~r ,z,g!5
ir 1/2Pf* ~r c ,zk ,g!

4r~zk!
(

m51

M

Cm~zk!Cm~z!

3H0
~1!~kmr !. ~2!

Using ~2! and ~1! we can express a range-weighted back-
propagated field as

Pb~r ,z,g!5 (
k51

N

uRk~r ,z,g!ueifk~r ,z,g!. ~3!

Although the phasefk(r ,z,g) of Rk(r ,z,g) is very compli-
cated, inspection of~2! shows that it becomes zero at the
source location because the phase of the normal mode sum is
exactly opposite to the phase ofPf* (r a ,zk). As the back-
propagated field point moves away from the source location,
the phase is no longer zero andPb(r ,z) will be smaller since
the terms in~2! no longer combine in phase. Thus, the maxi-
mum values of Pb(r ,z,g) occur whenever the phase
fk(r ,z,g)'0; k51,...,N.

To evaluate how the pressure signal changes with
changes in the parameters, we introduce thesensitivity vec-
tor,

S5@S1 ,S2 ,...,Sq#, ~4!

where

Si5U]Pb~r ,z,g!

]g i
U, i 51,...,q. ~5!

Substituting~3! into ~5!, we obtain

Si5U(
k51

N S ]uRk~r ,z,g!u
]g i

eifk~r ,z,g!

1 i
]fk~r ,z,g!

]g i
uRk~r ,z,g!ueifk~r ,z,g!DU. ~6!

In geoacoustic inversion it is well known that the
changes in the signal pressure relative to changes in some
particular environmental parameters are small. In order to
overcome this problem we introduce a phase enhanced tech-
nique wherein we amplify the phase changes arising from

FIG. 1. Schematic diagram of the experimental geometry at the PACIFIC
SHELF site, sketching the forward and back-propagated waves.
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environmental mismatch by asensitivity factora. By multi-
plying the phase functionfk(r ,z,g) in ~3! by a we obtain

Pb
a~r ,z,g!5 (

k51

N

uRk~r ,z,g!ueiafk~r ,z,g!. ~7!

For this new expression we calculate the sensitivity

Si
a5U(

k51

N S ]uRk~r ,z,g!u
]g i

eiafk~r ,z,g!

1 ia
]fk~r ,z,g!

]g i
uRk~r ,z,g!ueiafk~r ,z,g!DU. ~8!

In the case of low sensitivity to an environmental parameter,
the expressions in~6! and ~8! are close to zero. We can
approximate them by

Si'U(
k51

N S i
]fk~r ,z,g!

]g i
uRk~r ,z,g!ueifk~r ,z,g!DU ~9!

and

Si
a'U(

k51

N S ia
]fk~r ,z,g!

]g i
uRk~r ,z,g!ueiafk~r ,z,g!DU.

~10!

In the BWP technique the geoacoustic model parameter mis-
match can be evaluated by assessing the spatial resolution of
the back-propagated signal that is focused near the source.
These regions of strong focus refer to the places where
fk(r ,z,g)'0; k51,...,N. At these pointsSi andSi

a take the
form

Si'U(
k51

N S i
]fk~r ,z,g!

]g i
uRk~r ,z,g!u DU ~11!

and

Si
a'uauU(

k51

N S i
]fk~r ,z,g!

]g i
uRk~r ,z,g!u DU5uauSi . ~12!

Referring to~3! and ~7!, the back-propagated field will still
be zero at the true source location if the phase terms are
multiplied by a, since the phasesfk(r ,z,g) are all zero at
that point. However, as the field point moves away from the
source location, the terms in~7! will get out of phase more
rapidly and the peak occurring at the source will become
narrower. Thus, the sensitivity of the back-propagated field
to a particular parameter is increased by the sensitivity factor
a. In principle by appropriately choosinga we can estimate
environmental parameters to a required resolution. The effect
of noise in limiting the value ofa is considered in Sec. III.

Applying the phase factor also changes the spatial reso-
lution of the focused energy points; i.e., it concentrates the
back-propagated signal that is focused near the source. We
can show this by calculating the derivative ofPb

a(r ,z,g)
with respect to the displacement vectoru5(r ,z) at the fo-
cused energy points:

]Pb
a~u,g!

]u
5 (

k51

N S ]uRk~u,g!u
]u

eiafk~u,g!

1 ia
]fk~u,g!

]u
uRk~u,g!ueiafk~u,g!D . ~13!

Since the changes in the signal pressure with respect to
changes in location are small relative to the effect of the
changes in phase, Eq.~13! can be rewritten as

]Pb
a~u,g!

]u
'a(

k51

N S i
]fk~u,g!

]u
uRk~u,g!ueiafk~u,g!D .

~14!

At focused points@fk(r ,z,g)'0;k51,...,N# we obtain

]Pb
a~u,g!

]u
'a(

k51

N S i
]fk~u,g!

]u
uRk~u,g!u D

'a
]Pb~u,g!

]u¢
. ~15!

III. NOISE EFFECTS

Because of background noise, we are limited in choos-
ing arbitrarily high values fora. Let us assume that the noise
effect appears in the form of an additive random phase with
a uniform distribution having a depth dependent mean equal
to fk,0 and variancedk . The total field in the presence of
noise is then

Pf
n~r a ,zk ,g!5Pf~r a ,zk ,g!eifk,n. ~16!

If we substitute~16! into ~3! and use the fact thatE$eifk,n%
52@sin(dk)/dk#e

if0,k, we can write the back-propagated field
as

E$Pb~r ,z,g!%5 (
k51

N

uRk~r ,z,g!ueifk~r ,z,g!E$eifk,n%

52(
k51

N

uRk~r ,z,g!u
sin~dk!

dk
eif0,keifk~r ,z,g!.

~17!

The maximum value ofE$Pb(r ,z,g)% now occurs whenever

fk~r ,z,g!1g0,k'0; k51,...,N. ~18!

The meaning of~18! is that noise causes a distortion in the
phase function that results in a bias in the source location
estimation. When incorporating the phase factora we have

E$Pb
a~r ,z,g!%

52(
k51

N

uRk~r ,z,g!u
sin~adk!

adk
eiafk,0eiafk~r ,z,g!. ~19!

The sensitivity factora does not have a significant effect on
the source localization estimate since the zeros of Eq.~18!
are not affected bya.

Following the procedure used to obtain Eq.~17!, the
sensitivity function in the presence of noise becomes (a
51)
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Si'2U(
k51

N S i
]fk~r ,z,g!

]g i

sin~dk!

dk
uRk~r ,z,g!u DU, ~20!

assuming thatfk,0 is small enough that the bias imposed on
the source location is negligible. Equation~20! indicates that
the phase variation due to the background noise has consid-
erable effect on the sensitivity function. The sensitivity nulls
occur fordk5np, n5 integer for allk. For aÞ1, Eqs.~12!
and ~19! show that the phase regulated sensitivity forfk,0

small is

Si
a'2aU(

k51

N S i
]fk~r ,z,g!

]g i

sin~adk!

adk
uRk~r ,z,g!u DU.

~21!

From Eq. ~21! we see that for thea-enhanced phase the
sensitivity amplification is modified by the phase variation
due to the noise. For very small phase variancedk we have
sin(adk)/adk'1 and obtain the same results as for the noise-
less case.

IV. THE BWP FOCAL FUNCTION

The essence of the BWP technique is the convergence of
back-propagated waves at the true source location if the en-
vironmental model parameters are exactly matched to the
true environment. However, if there is mismatch in the
model parameters, there will be instead a distribution of the
back-propagated field around the source position. This fact
leads us to consider the distribution of the back-propagated
field near the source as a criterion to determine the best set of
model parameters. A measure of the field distribution is ob-
tained by calculating the field spatial variance with respect to
the true source location in a window around the source~see
Fig. 2!. Its value is minimized when most of the signal en-
ergy concentrates at the source point, i.e., for the best match
between the estimated geoacoustic model parameters and the
true environment.

Let us define

f ~r ,z!, ur 2r 0u<
NDr

2
, uz2z0u<

MDz

2

as the back-propagated energy in anNDr 3MDz spatial
window around the true source location, (r 0 ,z0), where
i f i51 andi•iF

b denotes the Frobenius norm. The best match
criterion minimizes the spatial variance of the back-

propagated field strength with respect to the true source lo-
cation. If we denote

f ~r ,z!5
uPb

a~r ,z,g!ub

iPb
a~r ,z,g!iF

b

as the distance probability density function, the criterion can
be interpreted~with b52! as the mean square distance of the
normalized field strength from the true source location

BWPcriterion5
1

MN (
m52M /2

M /2

(
n52N/2

N/2

d2~r n ,zm! f ~r n ,zm!,

~22!

where

d~r n ,zm!5A~r n2r 0!21~zm2z0!2.

We refer to the above criterion as the BWP focal function.

V. AN EFFICIENT MULTISTEP SEARCH PROCEDURE

A direct way to find the best estimates ofD unknown
environmental parameters is to use aD-dimensional grid
search among possible parameter values. Since this search is
generally computationally expensive, we can reduce the
D-dimensional search space to a series ofT successive
d-dimensional search space~D5Td where T,D! by ex-
ploiting the fact that the pressure field has different sensitiv-
ity with respect to different parameters.9,14–16 For example,
the pressure field is most sensitive to the water depth even
for small sensitivity factors while for a small sensitivity fac-
tor a, the field is only weakly sensitive to changes with re-
spect to other environmental parameters such as shear wave
speed and density changes. A block diagram of the search
procedure is shown in Fig. 3.

In summary we first estimate the most sensitive param-
eter~s! such as water depth. In the next step we search among
potential values of medium sensitivity parameters such as
compressional speed using a greater value ofa. For this
value ofa the sensitivity to the remaining less sensitive pa-
rameters such as density remains low. At the last step we
increase the sensitivity factor to a higher value to adjust the
parameters with the lowest sensitivity. At each step in the
inversion process we use the estimated values for the more
sensitive parameters that were determined from the previous
steps. This example gives a three-step technique. We can
increase the number of steps by more precisely categorizing
the environmental parameters.

VI. BWP INVERSION OF SIMULATED AND
EXPERIMENTAL DATA

In the first part of this section we present results of an
inversion of simulated data for a 45 Hz continuous wave
~CW! source at a depth of 30 m and a range of 5.6 km from
a 16-element vertical line array. The array hydrophones are
equispaced 15 m apart from a depth of 90 m in the water
column. This geometry simulated the source and receiver
configuration from the Pacific Shelf experiment.17 In the sec-
ond part, we apply the BWP inversion to the experimental
data. For both inversions, the back-propagated fields were
calculated using the normal mode code ORCA.19 This ap-

FIG. 2. Diagram of the reducedNDr 3MDz search window around the
source locationS, within which the focal function is evaluated.
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proach is appropriate for the data that were selected from a
portion of the experimental track where the environment was
range independent.

A multilayer geoacoustic model is used to simulate the
nominal environment at the experimental site. The model
parameters include the compressional and shear wave speeds
and attenuations and the density in each layer. The compres-
sional speed is linear with depth in the first sediment layer, as
shown in Fig. 4. The values of all the other parameters are
constant within the layers. The water sound speed profile was
measured in the experiment. We estimate values for three of
the model parameters including the water depth, the com-
pressional speed at the base of the first sediment layer, and
the density of the sediment layer. From parameter sensitivity
studies carried out previously,20 these three parameters are
essentially uncorrelated and can be classed in terms of high,
medium, and weak sensitivity to the acoustic field. All the
other parameters were set at the nominal values for the en-
vironment at the site. The search bounds for the estimated
parameters and the values of the other fixed parameters were
obtained from previous inversions at the site using other data
from the experiment,21,22 or from the literature.23 In particu-
lar, the sea floor sound speed was estimated at 1550 m/s from
waveform inversion of shot data,21, and the thickness of the
first sediment layer was estimated at about 150 m from an
inversion of head wave data.22 The nominal values for the
model parameters and the search bounds for the estimated
parameters are listed in Table I.

A. Simulation results

Following the procedure described in Sec. V, we first
estimate the water depth usinga51, and then search among
potential values of compressional speed, using a value ofa
52. For this value ofa the sensitivity to density remains
low. In the last step we increase the sensitivity factor toa
54 to estimate the density. This three-step technique is effi-
cient computationally and effective in providing realistic es-
timates.

We start the procedure by defining a search window
around the source location from ranges between 4.5 km and
6.5 km and depths between 1 m and 100 m. The search over
water depth values between 350 m and 440 m with a reso-
lution of 5 m is shown in Fig. 5. The sharpest focus of the
main peak is obtained for the true value of 395 m, as indi-
cated by the minimum in the normalized BWP focal function

FIG. 3. A block diagram of the multistep search process.

FIG. 4. The multilayer geoacoustic model showing the nominal values of
the compressional wave sound speed profiles for the Pacific Shelf experi-
mental site. The sound speeds are in m/s; the values at the top of the figure
refer to the water layer, and the values at the bottom refer to all the sediment
layers. The estimated parameters are indicated asH, water depth,Cp , sound
speed at bottom of first sediment layer, andr, the sediment density.

TABLE I. Geoacoustic model parameters.

Geoacoustic parameter Nominal value Lower bound Upper bound

Water depth~m! 395 350 440

First sediment layer
Thickness~m! 150
Compressional speed~m/s!
at top 1550
at bottom 1692 1680 1720
Shear speed~m/s! 125–350
Density ~g/cm3! 1.5 1.15 2.1

Second sediment layer
Thickness~m! 150
Compressional speed~m/s! 1900
Shear speed~m/s! 400
Density ~g/cm3! 1.8

Basement
Compressional speed~m/s! 2070
Shear speed~m/s! 600
Density ~g/cm3! 2.1
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data. The corresponding 45 Hz ambiguity surface calculated
using the estimated water depth is shown in Fig. 6.

In the next step, we search the compressional speed
from 1680 m/s to 1715 m/s with 2 m/s resolution, usinga
52 and setting the water depth at 395 m. The normalized
BWP focal function for this value ofa has a minimum value
at 1692 m/s, and is plotted in the solid curve in Fig. 7. The
result fora51 is also shown in the figure by the dashed line.
This curve shows relatively small change with respect to
changes in the compressional speed, and illustrates the ex-
pected behavior of the sequential search procedure. The cor-
responding ambiguity surface fora52 and the estimated
values of water depth and sediment sound speed is shown in
Fig. 8.

In the final step we change the density value from 1.15
g/cm3 to 2.1 g/cm3 with 0.05 g/cm3 resolution usinga54
and the estimated values for the first two parameters. The
normalized BWP focal function shows a minimum value at
1.5 g/cm3. This result~solid line! is shown in Fig. 9, where
we also have shown BWP focal functions fora52 ~dashed–
dotted line! anda51 ~dotted line!. The minima in the latter

two curves are much less distinct than that fora51. The
BWP ambiguity surface obtained witha54 and the esti-
mated values for the water depth, compressional speed and
density is shown in Fig. 10. Compared to the ambiguity sur-
face fora51 in Fig. 6, the back-propagated field is highly
concentrated around the true source location for the greater
value ofa.

B. Experimental results

In this section we apply the phase regulated BWP to
Pacific Shelf data, and present results of the inversion of data
from a 45 Hz continuous wave~CW! source that was towed
at a depth of 25 m along an arc at a range of 5.6 km from the
array.17 The source and receiver positions were recorded by
GPS ~global position system!, which had an error of;100
m. The signal-to-noise ratio~SNR! for the 45 Hz tone was
about 20 dB, so we expect that relatively large values ofa
can be used. The geoacoustic model for the site is shown in
Fig. 4. We follow the same procedure as in the inversion of

FIG. 5. The focal function plotted for different water depth values between
350 m and 440 m with resolution 5 m (a51).

FIG. 6. The 45 Hz ambiguity surface for the reduced search window around
the source location obtained using the estimated value of the water depth
with a51. The arrow shows the true source location.

FIG. 7. The focal function plotted for compressional speed values between
1680 m/s and 1715 m/s with 2 m/s resolution fora52 ~solid! and a51
~dashed!.

FIG. 8. The 45 Hz ambiguity surface for the reduced search window around
the source location usinga52 and the estimated values of water depth and
compressional speed.
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the simulated data to estimate the same three environmental
parameters including water depth, compressional speed at
the base of the first sediment layer and the density of the
sediment layer.

We start the inversion by searching over water depth
values between 350 m and 440 m with a resolution of 5 m,
and setting the other two parameters at the midpoints of their
respective search ranges. The sharpest focus of the main
peak is obtained for a depth of 395 m, as indicated by the
minimum in the normalized BWP focal function curve
shown in Fig. 11. The minimum point is higher than the
corresponding minimum point value for the simulation~see
Fig. 5! due to mismatch between model and environmental
parameters for the experimental site. The ambiguity surface
for the experimental data is shown in Fig. 12. Next, the com-
pressional speed is varied from 1680 m/s to 1710 m/s with 2
m/s resolution, usinga52 and the estimated value for the
water depth. The normalized BWP focal function shows a
minimum value at 1692 m/s. The curves are shown in Fig. 13

for a52 ~solid line! anda51 ~dotted line!. The correspond-
ing ambiguity surface fora52 shows a much sharper focus
around the source~Fig. 14!. In the last step, we change the
density value from 1.35 g/cm3 to 1.9 g/cm3 with 0.05 g/cm3

resolution usinga54 and the estimated values for the water
depth and compressional speed. The normalized BWP focal
function shows a minimum value at 1.5 g/cm3. The curves
for a54 ~solid line!, a52 ~dashed line!, anda51 ~dotted
line! are compared in Fig. 15. In all the inversions with the
experimental data the focal function values at the minimum
points ~Figs. 11, 13, and 15! are greater than those for the
corresponding inversions using the synthetic data~Figs. 5, 7,
and 9!. This is likely due to mismatch in the other parameters
that define the geoacoustic model for the site. The values for
those other parameters were fixed at the nominal values in
Table I. However, the inversion is able to find distinct
minima for the three unknown parameters, regardless of the
residual mismatch. The ambiguity surface fora54 shown in
Fig. 16 has a sharp focus at 5600 m and a depth of about 20
m, consistent with the experimental geometry. Although

FIG. 9. The focal function usinga54 ~solid!, a51 ~dotted!, and a52
~dashed–dotted! for density values from 1.15 g/cm3 to 2.1 g/cm3 with 0.05
g/cm3 resolution.

FIG. 10. The 45 Hz ambiguity surface for the reduced search window
around the source usinga54 and the estimated values of water depth,
compressional speed and density.

FIG. 11. The focal function plotted for water depth values between 350 m
and 440 m with 5 m resolution (a51).

FIG. 12. The 45 Hz ambiguity surface displayed for a reduced search win-
dow around the expected source position, calculated usinga51 and the
estimated value of the water depth~395 m!. The arrow shows the experi-
mental source location.
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there are many sidelobes, the focus is very sharp compared
to that fora51.

The estimated value for the water depth agrees closely
with the measured bathymetry of;400 m from the experi-
ment. The estimate for the compressional speed can be com-
pared to the value estimated from an inversion of head wave
data from an experiment with explosive charges at the same
site. The head wave inversion estimated a sound speed of
1710 m/s for a layer about 100 m below the sea floor.22 This
value is very close to the estimate from the BWP inversion.
The density estimate is consistent with expected values for
the medium to fine grain sand sediment at the site.23

VII. CONCLUSIONS

We have presented an inversion method based on the
back wave propagation concept for estimation of geoacoustic
model parameters. The phase regulated BWP technique was
introduced that allows the advantage of adapting to the en-
vironmental conditions through the variation of the sensitiv-
ity factor,a, which enhances the phase changes due to model

and environmental mismatch. The value ofa that can be
used is limited by the signal-to-noise ratio in the experiment.

We also introduced a criterion to determine the best es-
timate of the model parameters based on the focus of back-
propagated waves at the source location. In order to reduce
the multidimensional search space to more manageable
searches of smaller dimension we have proposed a multistep
inversion process that is effective for uncorrelated or weakly
correlated parameters. We first adjust the most sensitive pa-
rameters such as water depth, then search among potential
values of medium sensitive parameters such as compres-
sional speed using a higher value ofa, and at the last step
increase the sensitivity factor again to adjust the least sensi-
tive parameters. The inversion method has been demon-
strated in a simulation, and then applied to estimate geoa-
coustic model parameters from experimental data obtained in
shallow water. Values consistent with known ground truth
were estimated for three model parameters: water depth,
compressional speed at the base of the first sediment layer
and the density of the sediment layer. The results show that

FIG. 15. The focal function plotted for density values from 1.35 g/cm3 to
1.9 g/cm3 with 0.05 g/cm3 resolution fora54 ~solid!, a51 ~dotted!, and
a52 ~dashed–dotted!.

FIG. 16. The 45 Hz ambiguity surface usinga54 with the estimated values
of water depth~395 m!, compressional speed~1692 m/s!, and density~1.5
g/cm3!.

FIG. 13. The focal function plotted for compressional speed values between
1680 m/s and 1710 m/s with 2 m/s resolution fora52 ~solid! and a51
~dotted!.

FIG. 14. The 45 Hz ambiguity surface usinga52 with the estimated values
of water depth~395 m! and compressional speed~1692 m/s!.
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the BWP is successful for estimating geoacoustic parameters
with different sensitivities.
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When a high-frequency electromagnetic wave propagates in a complicated scattering environment,
the contribution at the observer is usually composed of a number of field species arriving along
different ray trajectories. In order to describe each contribution separately the parabolic extension
along an isolated ray trajectory in an inhomogeneous background medium was performed. This
leads to the parabolic wave equation along a deterministic ray trajectory in a randomly perturbed
medium with the possibility of presenting the solution of the high-frequency field and the
higher-order coherence functions in the functional path-integral form. It is shown that uncertainty
considerations play an important role in relating the path-integral solutions to the approximate
asymptotic solutions. The solutions for the high-frequency propagators derived in this work preserve
the random information accumulated along the propagation path and therefore can be applied to the
analysis of double-passage effects where the correlation between the forward–backward
propagating fields has to be accounted for. This results in double-passage algorithms, which have
been applied to analyze the resolution of two point scatterers. Under strong scattering conditions, the
backscattering effects cannot be neglected and the ray trajectories cannot be treated separately. The
final part is devoted to the generalized parabolic extension method applied to the scalar Helmholtz’s
equation, and possible approximations for obtaining numerically manageable solutions in the
presence of random media. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1430692#

PACS numbers: 43.30.Re, 43.30.Ft, 43.30.Cq, 43.20.Bi@DLB#

I. INTRODUCTION

Acoustic waves represent the main tool in the remote
sensing and location of distant objects in the ocean and for
the design of underwater communication channels. A great
number of analytical and numerical methods have been de-
veloped to describe sound propagation in deterministic struc-
tures existing in a spatially varying ocean medium.1–4 In the
high-frequency limit when the propagation takes place along
some preferred propagation direction the propagating field
can be expressed as a product of a slowly varying wave
amplitude and a rapidly varying term that accounts for the
main phase variation. It was shown that the propagation of
the wave amplitude could be approximately described by a
parabolic wave equation.5,6

The need to account for the stochastic effects in inho-
mogeneous propagation environments stimulated the devel-
opment of techniques based on the transport of statistical
moments~the so-called coherence functions! of the field.7 On
the basis of the parabolic extension it was shown that the
coherence functions and their spectral transforms could be
transported along paraxial trajectories in a weakly stratified
medium.8–12Direct asymptotic analysis of the moment equa-
tions resulted in the development of sophisticated analytical
methods, among them the multiscale expansion procedure,
which enabled approximate analytical solutions for the aver-
age coherence measures to be found.10–16 In principle, the
field statistics can be determined if one knows all its statis-

tical moments. Therefore the most desirable result would be
an explicit solution for the random field from which the ex-
pressions for the statistical moments can be constructed. For-
mally such a solution is available and follows from the simi-
larity between the equation for the parabolic wave amplitude
and the Schrodinger’s equation describing the movement of a
quantum particle. Such a similarity allows the solution for
the randomly scattered wave to be presented in the form of a
Feynman path integral.17,18 The application of path integrals
to wave propagation in random media was first suggested in
several works.19–25Using the path-integral solutions, the ex-
pressions for the statistical field measures have been con-
structed in the homogeneous background case, and their
asymptotic evaluations lead to correct expressions for the
correlation characteristics.24–27 The path-integral approach
has been applied to sound transmission,28–31 and has stimu-
lated the development of efficient numerical methods based
on marching algorithms.32,33

The above-described results cannot be applied, however,
in situations when propagation takes place in a strongly re-
fractive medium in the presence of multiple scattering
events. In the high-frequency limit the propagation in such
types of media is intuitively related to the geometrical ray
trajectories representing the paths of energy flux transfer. The
localization concept around these ray trajectories, and the
reflection, refraction, and~or! diffraction of the local plane-
wave fields by boundaries, inhomogeneities, and~or! scatter-
ing centers has been combined through the geometrical
theory of diffraction~GTD!34,35 into one of the most effec-a!Electronic mail: mazar@ee.bgu.ac.il
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tive means for analyzing high-frequency wave phenomena in
complex deterministic environments.

Attempts to perform more realistic modeling of acoustic
wave propagation, required to account for the effect of ran-
dom fluctuations characteristic of the ocean environments,
lead to the stochastic extension of the deterministic GTD and
resulted in the formulation of the stochastic geometrical
theory of diffraction~SGTD!.36–41Similarly to the determin-
istic case, the field at the observer according to the SGTD is
also composed of multiple field species arriving along differ-
ent ray trajectories resulting from multiple refraction and/or
after encountering scattering at boundaries and scattering
centers. The advantage of the SGTD is that it accounts also
for the random phase and amplitude variations occurring in
each ray event.

As in the deterministic case, the main concern of the
SGTD is the construction of the propagators responsible for
the transport of the high-frequency fields and their statistical
measures along geometrical rays of the deterministic back-
ground medium from source distributions at the initial plane
~actual or virtual! to some observation plane. It is desirable
to have a solution which contains, in an explicit form, infor-
mation about the random refractive index variation along the
propagation path. The advantage of this approach is evident
since it enables the averaging procedure to be easily applied
for the construction of expressions for the spatial and spec-
tral correlation characteristics with no need to solve compli-
cated partial differential equations. According to the spirit of
the SGTD, derivations of the relevant equations is based on a
parabolic extension along a strongly refracting ray in the
background medium developed initially for the deterministic
problems42–45 and later extended to propagation in inhomo-
geneous background random media.46,36 To solve the equa-
tions for the statistical measures propagating in an inhomo-
geneous background random medium the multiscale
asymptotic method was applied.40,41This technique involves
the extraction of ‘‘slow’’ and ‘‘fast’’ variables and a sequence
of spectral transforms. The resulting solutions are expressed
as spectral integrals, which contain the necessary spectral
information to eliminate the divergence in the transitional
zones and correctly represent the statistical characteristics of
the propagating field. The spectral parameters in these inte-
grals are related to the ray slopes, thereby defining the im-
portant ray trajectories contributing to the field at the ob-
server. As was mentioned above in the case of a paraxial
straight-ray propagation, the solution can be presented in the
form of a Feynman path integral that accounts for the con-
tribution of multiple trajectories. Approximate solutions can
be interpreted as partial approximations of the functional so-
lutions. It would also be important, therefore, to possess a
solution in a functional path-integral form for the high-
frequency field along strongly refracted ray trajectories in the
inhomogeneous background media. Such a solution could be
helpful in establishing a connection with available
asymptotic and heuristic solutions similarly to what was
done along a straight propagation direction. Also it would be
useful in constructing efficient numerical marching algo-
rithms along curved ray trajectories.

The present work consists of three parts. The first one

represented by Secs. II–IV deals with the derivation of the
path-integral solutions and their relation with the approxi-
mate asymptotic results. In Sec. II, the derivation of the para-
bolic wave equation describing propagation in a large-scale
random medium is presented. In Sec. III the parabolic equa-
tion is reduced to a simplified form in order to employ the
path integral formulation of the problem and present the
parabolic equation Green’s function written as a path-integral
solution along a curved ray in the inhomogeneous back-
ground medium. The next step is reducing the path-integral
solutions to approximate solutions. For this purpose in Sec.
IV the two-point random product of the field is introduced
with consequent definition of its spectral transforms known
as the Wigner distribution and the ambiguity function. By
constructing the continual integral solutions of these mea-
sures and applying the uncertainty considerations in the
mixed phase space—configuration space domain, the con-
nection between these solutions and the asymptotic multi-
scale solutions has been established.

Section V is devoted to the application of the random
propagators to the analysis of double-passage resolution. As
a result of the mutual coherence of forward–backward
propagating events new effects arise originating from the
double passage of waves through the same random inhomo-
geneities. These effects have been predicted theoretically47,48

and also observed experimentally.49,50The fact that the solu-
tions considered in this work preserve the random informa-
tion accumulated along the propagating path makes them
suitable for the double-passage analysis. The main result of
the double-passage problem is an anomalous intensity distri-
bution of backscattered radiation expressed by a local inten-
sity enhancement effect.51–53Such an anomaly raises a ques-
tion about the possibility of resolving several scattering
centers and imaging under double-passage conditions. The
possibility of resolving the scattering centers under double-
passage conditions is also being considered.

The problems described in Secs. II–IV have been ana-
lyzed in the limits of the parabolic approximation, which
assumes a weak variability of the medium and neglect of
backscattering effects. The final part of the paper deals with
the situations for which some of the above assumptions are
not fulfilled. In Sec. VI the analysis based on the method
originally proposed by Fock for the integration of quantum
mechanical equations is presented. In wave propagation
theory this method has been used earlier,54–58 while we ap-
plied this method in our previous works59–61 for the analysis
of backscattering and localization effects in the perturbation
regime. In Sec. VI, the problem is formulated and possible
solution methods, which are also suitable for the strong scat-
tering conditions while taking account of backscattering, are
considered.

II. PARABOLIC WAVE EQUATION IN THE RAY
COORDINATES

The starting point is the time-harmonic wave equation
for the scalar wave fieldU(R):

“

2U~R!1k2N2~R!U~R!50 ~1!
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in which the location is measured by the radius vectorR
5$x,y,z%, and the reference wave numberk is related to the
radiation frequencyv and the reference wavelengthl, via
the relationk5v/c052p/l. The refractive index

N~R!5n~R!1ñ~R! ~2!

is composed of the deterministic partn(R) describing the
background variation, on which are superimposed random
fluctuations described by the functionñ(R), so that

n~R!5^N~R!&, ~3!

where the angular braces denote ensemble average. It is as-
sumed that the refractive index variations are large scale, and
that the characteristic scalesl b characterizing the determin-
istic background variation and thel s characterizing the cor-
relation properties of the medium satisfy the relationl b@ l s

@l. Under these high-frequency conditions, the main propa-
gation takes place along the deterministic background ray
trajectories determined by a set of parametric equations:

d

ds Fn~R!
dR~s!

ds G5“n~R!, ~4!

where s is the range coordinate representing the distance
along the background ray. Considering propagation along a
chosen ray it is convenient to introduce a ray-centered coor-
dinate systemR5$r ,s%.36–46 Here s is the above-defined
range coordinate along the reference ray, andr measures the
transverse location in the plane normal to that ray ats. Next,
the parabolic extension is performed by presenting the field
as a product of slowly varying amplitude and the term, which
accounts for the dominant phase accumulation along the ref-
erence ray

U~r ,s!5u~r ,s!expH ikE
s0

s

dz n0~z!J . ~5!

Here

n0~s!5n~0,s!. ~6!

is the deterministic~background! part of the refractive index
at the range coordinates measured along the reference ray.
Substituting~5! into the wave equation~1! and neglecting the
‘‘slow’’ range derivatives of the second order, leads to the
parabolic ray-centered wave equation for the wave function
u(r ,s):36–46

2ikn0~s!
]u

]s
1h2~r ,s!“ r

2u1b~s!•“ ru

1k2@ f b~r ,s!1 f s~r ,s!#u50. ~7!

Here the operators“ r and“ r
2 are expressed in the transverse

ray coordinatesr5$j,h%. Furthermore, the vector function

b~s!5@“ rn~r ,s!# r50 ~8!

is related to the curvature and torsion of the reference ray,
and

h~r ,s!511r•b~s! ~9!

is the metric coefficient. The following functions have also
been defined:

f b~r ,s!5h2~r ,s!n2~r ,s!2n0
2~s!

1 ik21F]n0~s!

]s
2

n0~s!

h~r ,s!

]h~r ,s!

]s G , ~10!

describing the effect of the background, and

f s~r ,s!5h2~r ,s!@2n~r ,s!ñ~r ,s!1ñ2~r ,s!#, ~11!

describing the scattering by the random refractive index fluc-
tuations.

III. PATH-INTEGRAL SOLUTION FOR THE
PARABOLIC-RAY EQUATION

In most of the practically important situations, Eq.~6!
can be essentially simplified.41–46For high-frequency propa-
gation the propagating field is localized near the reference
ray. If the radius of curvature of the reference ray represented
by the inverse modulus of the functionb(s) is sufficiently
large, the metric coefficient can be set equal to unity:
h(r ,s)51. In a homogeneous medium in the absence of
scattering, the transverse region contributing to the field at
the observer is of the order of the first Fresnel’s radiusr F

5AlL/25ApL/k, whereL is the propagation range along
the reference ray. It was shown27 that for the sound channel
in the ocean the Fresnel’s radius is always smaller than that
in the homogeneous medium. If the radius of curvature is of
the orderl, the ratio between the first Fresnel radius and the
ray curvature isApL/ l /Akl, which defines the order of the
second term in the metric coefficient~9!. This ratio can be
used for specifying the propagation ranges for which the sec-
ond term in the metric coefficient can be neglected. In the
presence of scattering there appears an additional scale—the
coherence radius of the fieldr c which defines the transverse
field region contributions from which, at the observer, add
coherently. In the case of weak scatteringr c.r F , the valid-
ity of settingh(r ,s)51 remains the same as in the absence
of scattering. With increase of the scattering strength, the
coherence radius decreases very sharply and the ratio be-
tween the relevant transverse coherent region and the radius
of curvature of the ray decreases. Apart from the decrease of
the field coherence the scattering causes spread of the propa-
gating radiation, the angular magnitude of which is of the
order 1/(krc). The relevant transverse region contributing to
the field at the observer is thereforeL/(krc), and its ratio to
the ray curvature is 1/(krc)(L/ l ). Both of the above-defined
parameters increase with range. However, since the multiple
field contributions add incoherently at the observer, the scat-
tering diminishes the phase and curvature effect and the met-
ric coefficient, without great error, can be set equal to unity.
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If the random part of the refractive index is much
smaller than the background part,uñu!n0 , the scattering
function ~11! can be approximated by the first term. Then, in
terms of the Green’s function, Eq.~6! reduces to

]g~r ,sur0 ,s0!

]s
2

ik

2n0~s!
“ r

2g~r ,sur0 ,s0!

2
ik

2n0~s!
b~s!•“ rg~r ,sur0 ,s0!

5 ikm~r ,s!g~r ,sur0 ,s0!

1
1

n0~s!

]n0~s!

]s
g~r ,sur0 ,s0!, ~12a!

g~r ,s0ur0 ,s0!5d~r2r0! ~12b!

where functionm(r ,s) is defined as a sum of two functions

m~r ,s!5mb~r ,s!1ms~r ,s!, ~13!

one of which is related to the deterministic part

mb~r ,s!5
n2~r ,s!2n0

2~s!

2n0~s!
, ~14a!

and the second to the fluctuating part:

ms~r ,s!5
n~r ,s!ñ~r ,s!

n0~s!
. ~14b!

For an arbitrary source distribution the solution is obtained
via the propagation relation:

u~r ,s!5E
2`

` E d2r 0 u~r0 ,s0!g~r ,sur0 ,s0!. ~15!

The solution of Eq.~12a! can be presented in a functional
path-integral form which in the velocity representation is
given by24–26

g~r ,sur0 ,s0!5F n0~s!

n0~s0!G
3E E Dv dF r2r02E

s0

s dz

n0~z!
v~z!G

3expH ik

2 E
s0

s dz

n0~z!
v~z!•@v~z!2b~z!#J

3expH ikE
s0

s

dz mF r2E
z

s dt

n0~ t !
v~ t !,zG J ,

~16a!

E E Dv~z!expH ik

2 E
s0

s dz

n0~z!
n2~z!J 51. ~16b!

This functional solution is expressed as a contribution of
multiple ray trajectories connecting the source and observa-
tion points. By analogy with quantum mechanics, multiple
trajectory formalism contains the uncertainty principle ac-
cording to which the exact trajectory and its slope can be
identified within certain limits. Replacing these multiple tra-
jectories by straight rays violates this principle which results
in incorrect results for the intensity correlation measures.

IV. APPROXIMATE SOLUTIONS

One of the ways to keep some sort of uncertainty can be
achieved by considering a higher dimensional space, for ex-
ample, by defining a paired field measure called the two-
point function~TPF!:

G~p,s,s!5uS p1
s

2
,s Du* S p2

s

2
,s D , ~17!

wherep ands are transverse sum and difference coordinates

p5
r11r2

2
, s5r12r2 . ~18!

The propagation relation for the TPFG(p,s,s) is given by

G~p,s,s!5E
2`

`

¯E d2p0 d2s0 G~p0 ,s0 ,s0!

3g2~p,s,sup0 ,s0 ,s0!, ~19!

where the propagatorg2(p,s,sup0 ,s0 ,s0) relating the values
of G(p,s,s) at the source planes0 and the observation
planess can be expressed as a product of the propagators in
~16! in which the configurational coordinates are replaced by
r15p1(s/2), r25p2(s/2). The result after changing the in-
tegration variables is

g2~p,s,sup0 ,s0 ,s0!5F n0~s!

n0~s0!G
2E E Dv~z!Dw~z!dH p2p01

s2s0

2
2E

s0

s dz

n0~z! Fv~z!1
w~z!

2 G J
3dH p2p02

s2s0

2
2E

s0

s dz

n0~z! Fv~z!2
w~z!

2 G J expH ikE
s0

s dz

n0~z!
v~z!•@w~z!2b~z!#J

3expH ikE
s0

s

dz mFp1
s

2
2E

z

s dt

n0~ t ! Fv~ t !1
w~ t !

2 G G2mFp2
s

2
2E

z

s dt

n0~ t ! Fv~ t !2
w~ t !

2 G G J . ~20!
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The next step is the transfer to the mixed configurational-
spectral spaces. It is achieved by defining the Fourier trans-
form of the TPF in thes coordinate, called the Wigner func-
tion,

W~p,r,s!5E
2`

`

¯E d2s G~p,s,s!exp~2 ikr•s!, ~21!

and the Fourier transform in thep coordinate, called the
ambiguity function

A~h,s,s!5E
2`

`

¯E d2s G~p,s,s!exp~2 ikh•p!. ~22!

In principle one of these functions can be specified at the
source plane creating the distribution of the other one at the
observation plane according to the following propagation re-
lations:

A~h,s,s!5E
2`

`

¯E dp0
2 d2r0

3W~p0 ,r0 ,s0!g̃2
1~h,s,sup0 ,r0 ,s0! ~23!

and

W~p,r,s!5E
2`

`

¯E dh0
2 d2s0 A~h0 ,s0 ,s0!

3g̃2
2~p,r,suh0 ,s0 ,s0!, ~24!

where the propagatorsg̃2
1 and g̃ 2

2 are defined as

g̃2
1~h,s,sup0 ,r0 ,s0!5S k

2p D 2E
2`

`

¯E dp2 d2s0

3g2~p,s,sup0 ,r0 ,s0!

3exp@ ik~r0•s02h•p!# ~25!

and

g̃2
2~p,r,suh0 ,s0 ,s0!5S k

2p D 2E
2`

`

¯E dp0
2 d2s

3g2~p,s,sup0 ,r0 ,s0!

3exp@ ik~h0•p02r•s!#. ~26!

Substituting the explicit expression of the propagatorg2

from ~20! into ~25! and ~26!, gives the explicit form of the
propagatorsg̃2

1 and g̃ 2
2 :

g̃2
1~h,s,sup0 ,r0 ,s0!5S k

2p D 2F n0~s!

n0~s0!G
2E E Dv~z!Dw~z!expH ikE

s0

s dz

n0~z!
v~z!•@w~z!2b~z!#J

3expH 2 ikh•Fp01E
s0

s dz

n0~z!
v~z!G J expH ikr0•Fs2E

s0

s dz

n0~z!
w~z!G J

3expH ikE
s0

s

dz mFp01E
s0

z dt

n0~ t !
v~ t !1

s

2
2

1

2 Ez

s dt

n0~ t !
w~ t !G

2mFp01E
s0

z dt

n0~ t !
v~ t !2

s

2
1

1

2 Ez

s dt

n0~ t !
w~ t !G , ~27!

and

g̃2
2~p,r,suh0 ,s0 ,s0!5S k

2p D 2F n0~s!

n0~s0!G
2E E Dv~z!Dw~z!expH ikE

s0

s dz

n0~z!
v~z!•@w~z!2b~z!#J

3expH 2 ikh0•Fp2E
s0

s dz

n0~z!
v~z!G J expH ikr•Fs01E

s0

s dz

n0~z!
w~z!G J

3expH ikE
s0

s

dz mFp2E
z

s dt

n0~ t !
v~ t !1

s

2
1

1

2 Es0

z dt

n0~ t !
w~ t !G

2mFp2E
z

s dt

n0~ t !
v~ t !2

s

2
2

1

2 Es0

z dt

n0~ t !
w~ t !G . ~28!

The integrals over the range coordinate in the integrands
of ~27! and ~28! represent integrations over all the possible
slopesv(z) andw(z). In constructing approximate solutions
the purpose is to take into account only certain rays having
the most important contribution to the field at the observer.
Defining such trajectories in the deterministic background
medium is equivalent to the stationary phase approximation.

These deterministic ray trajectories are solutions of the ray-
tracing equations which in the ray-centered coordinates are
presented by the following set:

dp

ds
5

r

n0~s!
, ~29a!
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dr

ds
5“pmb~p,s!, ~29b!

ds

ds
5

h

n0~s!
, ~29c!

dh

ds
5“p@“pmb~p,s!•s#. ~29d!

Equations~29! are solved subject to the boundary conditions,
which define the initial location and slope either at the source
plane or at the observation plane. Taking into account only
the trajectories having the slopesv(z5s)5r andw(z5s)
5h, respectively, leads to the formulation equivalent to the
phase approximation of the extended Huygens–Kirchoff
methods~PAHKM!.63 The PAHKM solution which can be
derived from the path-integral solution has a limited applica-
bility region especially for the construction of the higher
order statistical moments which, as proposed in the present
work, is a result of violation of the uncertainty principle.

By analogy with quantum mechanics the multiple trajec-
tory formalism contains the uncertainty principle, according
to which the exact trajectory and its slope can be determined
only within certain limits. The uncertainty is a result of the
finite wavelength of the propagating radiation and is revealed
because of diffraction when the propagating wave interacts

with medium inhomogeneities. When the refractive index of
the medium contains a random part superimposed on the
inhomogeneous background an additional uncertainty is in-
troduced because of the extended number of random rays
connecting the source and the observer. Accounting for these
uncertainty relations is essential in constructing the approxi-
mate propagators and consequent manageable algorithms for
the statistical characteristics of the propagating field. The ray
uncertainty in the propagators~27! and~28! is accounted for
by considering different configurational–spectral spaces in
the source and observation planes. Only the deterministic
trajectories emanating from the source with the initial slope
v(z5s0)5r0 and arriving at the observation plane with
slope differencew(z5s)5h in ~23! and ~25!, and the tra-
jectories emanating from the source plane with slope differ-
encesw(z5s0)5h0 , and arriving at the observer with the
slopev(z5s)5r in ~24! and ~26! have been taken into ac-
count. It has to be emphasized, however, that even when the
deterministic background rays replace the continual trajecto-
ries, there is an uncertainty in identifying the rays emanating
from the source and those approaching the observer. Replac-
ing in Eqs.~27! and ~28! the spectral variablesr(z)/n0(z)
and h(z)/n0(z) by the derivatives according to the ray-
tracing equations ~29!, and performing the z and
t-integrations, leads to the following propagators:

ḡ2
1~h,s,sup0 ,r0 ,s0!5S k

2p D 2F n0~s!

n0~s0!G
2

exp$ ik@r~s!•s2h•p~s!#%expH 2kE
s0

s dz

n0~z!
r~z!•b~z!J

3expH ikE
s0

s

dzS mFp~z!1
s~z!

2
,zG2mFp~z!2

s~z!

2
,zG D J expH 2 ikE

s0

s

dz “pm@p~z!,z#•s~z!J
~30!

and

ḡ2
2~p,r,suh0 ,s0 ,s0!5S k

2p D 2F n0~s!

n0~s0!G
2

exp$ ik@r•s~s!2h~s!•p#%expH 2kE
s0

s dz

n0~z!
r~z!•b~z!J

3expH ikE
s0

s

dzS mFp~z!1
s~z!

2
,zG2mFp~z!2

s~z!

2
,zG D J expH 2 ikE

s0

s

dz “pm@p~z!,z#•s~z!J .

~31!

The physical interpretation of the propagators~30! and ~31! is evident. For example in~30!, the transverse separations
between two rays having the slope differencesh at the observation planes can be created by two rays emerging from the
source with the center of mass coordinatep0 and the average sloper0 .

Retransforming the spectral dependencies, results in the configuration space propagators

g2
1~p,ssup0 ,s0 ,s0!5S k

2p D 2F n0~s!

n0~s0!G
2E

2`

`

¯E d2r0 d2hexpH 2kE
s0

s dz

n0~z!
r~z!•b~z!J

3exp$ ikh•@p2p~s!#%exp$ ik@r~s!•s2r0•s0#%

3expH ikE
s0

s

dzS mFp~z!1
s~z!

2
,zG2mFp~z!2

s~z!

2
,zG D J expH 2 ikE

s0

s

dz “pm@p~z!,z#•s~z!J ,

~32!

and
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g2
2~p,s,sup0 ,s0 ,s0!5S k

2p D 2F n0~s!

n0~s0!G
2E

2`

`

¯E d2r d2h0expH 2kE
s0

s dz

n0~z!
r~z!•b~z!J

3exp$ ik@h~s!•p2h0•p0#%exp$ ikr•@s2s~s!#%expH ikE
s0

s

dzS mFp~z!1
s~z!

2
,zG

2mFp~z!2
s~z!

2
,zG D J expH 2 ikE

s0

s

dz “pm@p~z!,z#•s~z!J . ~33!

The expressions in~32! and ~33! coincide with the main
order solutions obtained by the two-scale expansion
method.37,40Thus, by showing how the multiscale expansion
result can be obtained from the functional integral solution
we revealed the physical meaning of the multiscale solutions.
The propagators derived by the multiscale expansion proce-
dure in principle relate quantities defined in different
configuration-spectral domains what allows to account for
the uncertainty introduced into the wave propagation phe-
nomena by random refractive index fluctuations. Once the
propagation relations between such mixed spaces are formu-
lated explicitly, the propagators relating the configuration
spaces both at the source and observation planes can be eas-
ily obtained by application of the spectral transforms to the
mixed propagators. Because of these spectral transforma-
tions, the multiscale result cannot be factorized into separate
field solutions. As can be seen from Eqs.~32! and ~33!, the

multiscale expansion approach allows to considerably reduce
the integration volume and present expressions for the propa-
gation characteristics in a form of finite-dimensional inte-
grals that include only a limited range of continual trajecto-
ries taken into account in the path-integral solutions, and
consequently lead to the numerically manageable algorithms
for the statistical field measures.

In absence of scattering expanding themb(•) functions
in Eqs. ~32! and ~33! into power series, and keeping the
terms up to the third order allows the integrations to be per-
formed. The result is the Airy-type distribution characteristic
to the intensity at the simple caustic.36,37,40 Retaining the
additional terms in the expansion is responsible for the in-
tensity corrections in the caustics of the higher order.

In the case of a homogeneous background medium the
solutions in~32! and ~33! become

g2
1~p,ssup,ss0!5S k

2p D 2E
2`

`

¯E d2r0 d2hexp$ ikh•@p2p02r~s2s0!#%exp@ ikr0•~s2s0!#

3expH ikE
s0

s

dzS ñFp01r0~z2s0!1
s

2
1

h~z2s!

2
,zG2ñFp01r0~z2s0!2

s

2
2

h~z2s!

2
,zG D J , ~34!

and

g2
2~p,s,sup,s,s0!5S k

2p D 2E
2`

`

¯E d2r d2h0exp$ ikh0•@p2p02r~s2s0!#%exp@ ikr•~s2s0!#

3expH ikE
s0

s

dzS ñFp1r~z2s0!1
s0

2
1

h0~z2s!

2
,zG2ñFp1r~z2s0!2

s0

2
2

h0~z2s!

2
, zG D J . ~35!

The propagators in Eqs.~34! and ~35! have been used for
constructing the field and intensity correlation characteristics
in a statistically homogeneous random medium.40 Also they
have been tested for the point source–point scatter configu-
ration which serves as a canonical double-passage problem.
Consequently they have been successfully applied to double-
passage analysis41,52,53in random media.

V. APPLICATION TO THE ANALYSIS OF DOUBLE-
PASSAGE RESOLUTION EFFECTS

The high-frequency propagators constructed in this work
contain information about the random refractive index varia-
tion along the propagation path. The confirmation of their
performance in one-directional propagation problems to-

gether with the ability to account for forward–backward cor-
relation, supports their application to the analysis of double-
passage effects. One of the consequences of the forward–
backward correlation is the intensity enhancement effect
observed in various areas of physics.47–53

Let the TPRFG(r i1 ,r i2 ,s) propagates along the refer-
ence ray in the backward direction froms to s0 (s.s0). Its
propagation is governed by the propagation relation~19!
with the complex-conjugate propagator in Eq.~30!, and at
the range planes0 creates the field patternu(r0 ,s), which is
reflected with the local reflection coefficientK(r0) and then
propagates in the forward direction. The reflected field is
observed at the range planes and creates there the following
distribution for the TPRF:
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r ref~p,s,s!5E
2`

`

¯E dmp0 dms0 dmp1 dms1

3KS p01
s0

2 DK* S p02
s0

2 D
3g2~p1 ,s1 ,sup0 ,s0 ,s0!

3g2~p,s,sup0 ,s0 ,s0!G~p1 ,s1 ,s!. ~36!

The average intensity distribution observed at the source
planes0 is obtained by applying ensemble averaging to~36!
and settingp5r , s50:

^I ~r ,s0 ,s!&5E
2`

`

¯E dmp0 dms0 dmp1 dms1

3KS p01
s0

2 DK* S p02
s0

2 D
3^g2~p1 ,s1 ,sup0 ,s0 ,s0!

g2~p,s,sup0 ,s0 ,s0!&G~p1 ,s1 ,s!, ~37!

where the angular brackets denote ensemble average.
The averaging procedure on the product of the propaga-

tors in ~37! can be performed by assuming that the refractive
index fluctuations represent a Gaussian random field. Also as
applicable in the random propagation problems, these fluc-
tuations are assumed to be delta correlated along the main
propagation direction, and can be presented by the following
correlation function:

Bn~r12r2 ,s12s2!5^ñ~r1 ,s1!ñ~r2 ,s2!&

5An~r12r2 ,s1!d~s12s2!. ~38!

Here, the functionAn (r12r2 ,s1) describes correlation in
the transverse planes1 . The averaging procedure is de-
scribed in a number of works,39,40,52 and the result for the
propagator~32! is given by the following expression:

^g2~p1 ,s1 ,sup0 ,s0 ,s0!g2~p2 ,s2 ,sup0 ,s0 ,s0!&

5S k

2p D 4F n0~s!

n0~s0!G
4E

2`

`

¯E d2r1 d2h10d2r2 d2h20exp$ ikh1•@p12p1~s!#%

3exp$ ikh2•@p22p2~s!#%exp$ ik@r1~s!•s12r10•s10#%exp$ ik@r2~s!•s22r20•s20#%

3expH ikE
s0

s

dzS mbFp1~z!1
s1~z!

2
,zG2mbFp1~z!2

s1~z!

2
,z G D J

3expH ikE
s0

s

dzS mbFp2~z!1
s2~z!

2
,zG2mbFp2~z!2

s2~z!

2
,z G D J

3expH 2 ikE
s0

s

dz@“p1
,mb@p1~z!,z#•s1~z!1“p2

mb@p2~z!,z#•s2~z!#J expH 2
1

2
k2E

0

Ds dz

n0
2~z!

Fbs~s0 ,ss ,r,h,z!J ,

~39a!

with the scattering function

Fbs~s0 ,s1 ,s2 ,r,h,z!5
1

n0
2~z!

H S n2Fp~z!1
s1~z!

2
,zG1h2Fp1~z!2

s1~z!

2
,zG DAn~0,z!J

1S n2Fp2~z!1
s2~z!

2
,zG1n2Fp2~z!2

s2~z!

2
,zG DAn~0,z!22nFp1~z!1

s1~z!

2
,zGn

3Fp1~z!2
s1~z!

2
,zGAn@s1~z!,z#22nFp2~z!1

s2~z!

2
,z GnFp2~z!2

s2~z!

2
,zGAn@s2~z!,z#

22nFp1~z!1
s1~z!

2
,zGnFp2~z!2

s2~z!

2
,zGAnFp1~z!2p2~z!1

s1~z!1s2~z!

2
,zG

22nFp1~z!2
s1~z!

2
,zGnFp2~z!1

s2~z!

2
,zGAnFp1~z!2p2~z!2

s1~z!1s2~z!

2
,zG

12nFp~z!1
s1~z!

2
,zGnFp2~z!1

s2~z!

2
,zGAnFp1~z!2p2~z!1

s1~z!2s2~z!

2
,zG

3H 12nFp~z!2
s1~z!

2
,zGnFp2~z!2

s2~z!

2
,zGAnFp1~z!2p2~z!2

s1~z!2s2~z!

2
,zG J . ~39b!
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The expression in~39a! contains a fourfold integral over the spectral variablesr1 , h10, r2 , and h20 which appear in the
functions p1(z), s1(z), p2(z), s2(z) and r1(s), r2(s). Its computation in a general inhomogeneous background case
represents a difficult task. However it can be considerably simplified in the case of a statistically isotropic homogeneous
random medium. The average product of the propagators in Eq.~39a! then reduces to

^g2~p1 ,s1 ,sup0 ,s0 ,s0!g2~p2 ,s2 ,sup0 ,s0 ,s0!&

5S k

2pDs D 2mE
2`

`

¯E dmr dmh exp@ ikh•~p12p2!#expF ik

2
r•~s2s2!Gexp~2 ikh•rDs!

3expH ik

2
p0•~2s02s2s2!J expH ik

2Ds
~p12p2!•~s11s222s0!J expH 2k2E

0

Ds

dz Fs~s0 ,ss ,r,h,z!J , ~40a!

with the functionFs defined as

Fs~s0 ,s1 ,s2 ,r,h,z!52An~0!2AnFs11
2s02s12s2

2
~12z/Ds!1h~z2Ds!G

2AnFs21
2s02s12s2

2
~12z/Ds!2h~z2Ds!G2AnFrz1

s11s2

2
1

2s02s12s2

2
~12z/Ds!G

2AnFrz2
s11s2

2
2

2s02s12s2

2
~12z/Ds!G1AnFrz1

s12s2

2
1h~12z/Ds!G

1AnFrz2
s12s2

2
2~12z/ds!G . ~40b!

The transverse correlation function is described then by the
range independent functionAn(r ).

To exemplify the double-passage problem, the possibil-
ity of resolving two two-dimensional line scatterers illumi-
nated by a plane wave is considered. Such a configuration
occurs when an incident wave is backscattered by two par-
allel wedges as exhibited in Fig. 1. The backscattered inten-
sity distribution observed at the source plane can be pre-
sented as a sum of noncoherent and coherent portions:

I ~r ,Ds,a!5I nc~r ,Ds,a!1I c~r ,Ds,a!. ~41!

With range the phase coherence in presence of random re-
fractive index fluctuations decreases very rapidly. Beyond
this point the analysis is performed by considering only the
noncoherent contribution obtained by using the following
boundary condition in~37!:

KS p01
s0

2 DK* S p01
s0

2 D
5@k1d~p02a!1k2d~p01a!#d~s0!, ~42!

wherek1 andk2 are the scattering amplitudes and are given
by the corresponding GTD wedge diffraction
coefficients.34,35,37For simplicity, these amplitudes are cho-
sen to be equal:k15k25x. This leads to the following ex-
pression for the incoherent intensity distribution:

I nc~r ,Ds,a!5S k

2p D 2 4x

Ds E
0

`

drE
2`

`

dh

3cosS khr

Ds D cosS khr

Ds D cosS kha

Ds D
3expF2

1

2
k2DsE

0

1

dt f1~r,h,t !G ~43!

with the scattering functions being

f 1~r,h,t !52An~0!2An~h!2An@h~12t !#

2AnS rt1
ht

2 D2AnS rt2
ht

2 D
1AnFrt1

h~22t !

2 G1AnFrt2
h~22t !

2 G .
~44!

To investigate that image pattern a random medium
characterized by a Gaussian correlation functionFIG. 1. Double-passage configuration for two point scatterers.
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An~r !5An~0!ĀnS r

l n
D ~45!

is chosen, and the calculations are performed by introducing
scaled coordinates

r 5 l nr̄ , a5 l nā, s5kln
2s̄, ~46!

and the scattering parameter

g5k3An~0!l n
2. ~47!

In Figs. 2~a!–~d! and 3~a!–~d! the normalized transverse
backscattered intensity distribution measured above the con-
stant intensity level~dc level measured without taking into
account the noncorrelated backscattering effects! is presented
as a function of the normalized transverse coordinater̄
5r /F for different values of the normalized distance be-

tween the scatterersā5a/ l n . The scattering parameter was
choseng51.

For the separationā52 initially the two scatterers can
be resolved up to the rangeDs̄53. After this range there is
an intensity enhancement in the double-passage intensity dis-
tribution, but the scatterers cannot be resolved. At the range
Ds̄55, the resolving ability appears again in a form of a
hollow in the double-passage intensity distribution. Its depth
increases with the range. Decreasing the scatterer separation
to ā51 leads to disappearance of the double-passage reso-
lution until the rangeDs̄54. However the hollow in the
double-passage image distribution for this separation appears
again at the rangeDs̄55 and its depth increases with range.
Similar behavior is found for higher values ofā.

The appearance of a hollow in the double-passage pic-
ture exhibits a new, though weak, superresolution effect.

FIG. 2. Intensity distribution in the transverse plane at the observer for different normalized source–object separation rangesDs:a52. Gaussian spectrum.
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VI. PARABOLIC EQUATION METHOD FOR THE
EXTENDED MEDIUM

In this section a more general case, when the parabolic
ray extension cannot be performed is being considered. To
solve this problem the approach originally proposed by Fock
for the integration of quantum-mechanical equations is ap-
plied in a number of works related to deterministic and sto-
chastic wave propagation and scattering problems.54–62

We start with the Helmholtz equation~1! formulating it
for Green’s function

“

2G~RuR0!1k2bn2~R!11cG~RuR0!52d~R2R0!,
~48!

whereG(RuR0) is the free-space Green’s function, and the
function (R) is defined as

n~R!5N2~R!21. ~49!

Now let us consider an auxiliary problem for a function
g(R,tuR0 ,t0) satisfying the generalized parabolic equation

2ik
]g~R,tuR0 ,t0!

]t
1“

2g~R,tuR0 ,t0!

1k2n~R!g~R,tuR0 ,t0!50, t.t0 , ~50a!

with the initial condition

g~R,t0uR0 ,t0!5d~R2R0!. ~50b!

The functiong(R,tuR0 ,t0) is also supposed to satisfy the
radiation condition. It can be shown57–59that the solutions of
~36! and ~37! are related by the integral transform

G~RuR0!5
i

2k E0

`

dt expF ik

2
~t2t0!Gg~R,tuR0 ,t0!.

~51!

FIG. 3. Intensity distribution in the transverse plane at the observer for different normalized source–object separation rangesDs:a51. Gaussian spectrum.
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We note that the generalized parabolic equation~50a! has a
higher dimension than the classical one. For a homogeneous
medium@n(R)51#, the solution of~50a! is

g~R,tuR0 ,t0!5F k

2p i ~t2t0!G
3/2

expF ik~R2R0!2

2~t2t0! G .
~52!

Substituting~52! into ~51! and taking into account the Han-
kel function representation, gives the required expression for
the free-space Green’s function.

Since Eq.~50a! is of a parabolic type, its solution can be
presented in a continual integral form

g~R,tuR0 ,t0!5E DV dFR2R02E
0

t

dz V~z!G
3expH ik

2 E
t0

t

dz V2~z!J
3expH ikE

t0

t

dz nFR2E
z

t

dt V~ t !G J ,

~53a!

E DV~z!expH ik

2 E
t0

t

dz V2~z!J 51. ~53b!

The generalized two-point random function propagator~GT-
PRF! can also be defined as a product of propagators in
~53a!. We note that this product has to be taken at different
range-like coordinatest1 and t2 . Taking t050, and intro-
ducing the sum and difference coordinates

P5
R11R2

2
, S5R12R2 , ~54!

t5
t11t2

2
, z5t12t2 . ~55!

The propagatorg2 can be expressed as a product of propa-
gatorsg,

g2S P,S,t1
z

2
,t2

z

2UP0 ,S0,0,0D
5gS P1

S

2
,t1

z

2UP01
S0

2
,0Dg*

3S P2
S

2
,t2

z

2UP02
S0

2
,0D . ~56!

Reducing the approximate solutions from~55! is not straight-
forward. Therefore the following procedure is proposed. The
generalized parabolic equation~50a! can be written in the
coordinatesR1 , t1 and a complex-conjugate one written in
the coordinatesR2 , t2 . Taking their sum and difference
leads to the following equations governing propagation of
the two-point propagatorg2 :

]g2

]t1
1

]g2

]t2
5

i

2k
~“1

22“2
2!g21

ik

2
@n~R1!2n~R2!#g2

50, ~57!

]g2

]t1
2

]g2

]t2
5

i

2k
~“1

21“2
2!g21

ik

2
@n~R1!1n~R2!#g2

50, ~58!

Or, in the sum and difference coordinates defined in Eqs.
~54! and ~55!, Eqs.~57! and ~58! take the following form:

]g2

]t
5

i

k
~“P•“S!g21

ik

2 FnS P1
S

2D2nS P2
S

2D Gg2 ,

~59!

]g2

]z
5

i

k S 1

4
“p

21“S
2Dg21

ik

2 FnS P1
S

2D
1nS P2

S

2D Gg2 , ~60!

where the coordinatez in ~59! and coordinatet in ~60! ap-
pear as parameters only. For weak scattering conditions, we
applied the perturbation solutions of the generalized para-
bolic equation to the analysis of the backscattering and lo-
calization effects.59–61 Here we will discuss some possible
solutions, which can be applied for strong scattering. Equa-
tion ~59! can be solved forz50, and this solution can be
used as an initial condition for~60!. The solution of~59! can
be written in a similar form to~34! and/or~35! of the regular
parabolic equation. As for Eq.~60! a good approximation for
its solution can be to take a solution presented in a Huygens–
Kirchoff form. Another possibility is to apply to~60! the
reference wave method which is presently being
developed.63,64 A detailed analysis of these problems is be-
yond the scope of this paper and will be presented in future
works.

VII. SUMMARY

In this paper, the acoustic waves described by a scalar
Helmholtz’s equation have been considered. By extracting
the term that accounts for the main phase variation, the
Helmholtz equation has been reduced to a parabolic wave
equation describing the high-frequency propagation along a
properly chosen reference ray in an inhomogeneous back-
ground random medium. The parabolic formulation enabled
the solutions for the high-frequency ray propagators of the
random field and its paired measures to be presented in the
path-integral form. Using these path-integral solutions it has
been shown that uncertainty considerations play an important
role in choosing the most essential ray trajectories for the
construction of the approximate propagators and computa-
tions of the statistical propagation characteristics. In order to
account for the uncertainty in the high-frequency propaga-
tion there was a need to choose a proper pair of coordinates
related to the spatial location and to the slope of geometrical
ray trajectories. The above quantities can be introduced into
the propagation process analytically only by considering a
higher dimensional space which allows a transfer to mixed
configurational-phase space quantities. As a starting point a
paired field measure called the two-point function~TPF! and
its spectral transforms known as Wigner and ambiguity func-
tions have been defined. Constructing the path-integral solu-
tions for the above defined measures and applying the spec-
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tral transformations lead to the path-integral expressions also
for the propagators relating the quantities in the mixed
configuration-spectral domains. Formulation of the propaga-
tion relations between different configuration-spectral spaces
allows to account for the uncertainty introduced into the
propagation phenomena by the random refractive index fluc-
tuations and to obtain both physically and quantitatively cor-
rect results while retaining a limited range of the trajectories
in the path-integral solutions. For example, replacing the
multiple trajectories by straight ray trajectories in the expres-
sions derived leads to solutions equal to those obtained by
the two-scale expansion method. In addition, considering the
mixed spaces allowed revealing the physical meaning of the
results derived by the multiscale asymptotic expansions and
constructing them directly from the path-integral construc-
tions.

As for every approximate result there is a question of
comparison with the experimental data and determining its
validity region. First let us take the case of propagation in a
medium with absence of scattering. Here, as was shown pre-
viously, the multiscale solutions result in correct intensity
distributions both in the paraxial case10 and near a strongly
refracted ray36,37,41 and are equal to those obtained by the
methods of uniform asymptotics. Scattering in the presence
of random inhomogeneities has been extensively studied in
the case of a homogeneous background random
medium.11–16,26,27The results derived for the average field
and the second order coherence measures of the field are
shown to be in good agreement with the experimental data.
Moreover, the intensity correlation measures constructed
from the multiscale expansion solutions correctly represent
the behavior in a turbulent medium. This gives confidence
that the statistical field moments will also properly describe
the correlation properties of the propagating high-frequency
field around curved ray trajectories in the inhomogeneous
background random medium when the ray curvatures are
much larger than the characteristic random fluctuations
scales.

The fact that the solutions for the high-frequency propa-
gators preserve the random information along the propaga-
tion path makes them suitable for the analysis of double-
passage effects. The point source—point scatterer
configuration here serves as a canonical double-passage
problem. The performance of the propagators derived in this
work in this canonical situation, both in weak and strong
scattering regimes, gave encouragement to present a scheme
in which the filtering properties of an optical system were
applied to resolve the backscattering enhancement effects
and to extract the information about the spatial structure of
distant objects. The resulting algorithm was applied to the
two-point scatterers object. In addition to the ability to re-
solve these point scatterers in the weak scattering case, the
results exhibit a weak super resolution effect. Investigations
of these effects and their application to resolving objects of
arbitrary shape for different source-object configurations will
be addressed in future works.

Finally, there are arbitrary situations that do not allow
the performance of the direct parabolic extension as de-
scribed in Sec. II and require the analysis of the full Helm-

holtz’s equation. For this case the approach originally pro-
posed by Fock for the integration of quantum-mechanical
equations was suggested. This general formulation allows the
reduction of the elliptic propagation model at the level of the
Helmholtz’s equation to the parabolic type of problem. In the
final part of this work the possible approximation methods
for obtaining specific solutions of such types of problems are
presented, leaving the analysis of the effects for future work.
It is important to mention that there are alternative ap-
proaches to scattering problems, which take, into account
radiation backscatter and two-way propagation.65,66Although
these approaches may be more rigorous from the mathemati-
cal point of view, the solutions proposed in this work have
several advantages because they contain the refractive index
of the medium in an explicit form. This essentially simplifies
the averaging procedure and the construction of the various
statistical measures.
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Broadband time-reversing array retrofocusing
in noisy environments
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Acoustic time reversal is a promising technique for spatial and temporal focusing of sound in
unknown environments. Acoustic time reversal can be implemented with an array of transducers that
listens to a remote sound source and then transmits a time-reversed version of what was heard. In
a noisy environment, the performance of such a time-reversing array~TRA! will be degraded
because the array will receive and transmit noise, and the intended signal may be masked by
ambient noise at the retrofocus location. This article presents formal results for the signal-to-noise
ratio at the intended focus (SNRf) for TRAs that receive and send finite-duration broadband signals
in noisy environments. When the noise is homogeneous and uncorrelated, and a broadcast power
limitation sets the TRA’s electronic amplification, the formal results can be simplified to an algebraic
formula that includes the characteristics of the signal, the remote source, the TRA, and the noisy
environment. Here, SNRf is found to be proportional to the product of the signal bandwidth and the
duration of the signal pulse after propagation through the environment. Using parabolic-equation
propagation simulations, the formal results for SNRf are illustrated for a shallow water environment
at source-array ranges of 1 to 40 km and bandwidths from several tens of Hz to more than 500 Hz
for a signal center frequency of 500 Hz. Shallow-water TRA noise rejection is predicted to be
superior to that possible in free space because TRAs successfully exploit multipath-propagation.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1432984#

PACS numbers: 43.30.Vh, 43.30.Yj, 43.60.Cg, 43.30.Nb@DLB#

I. INTRODUCTION

Active acoustic time reversal is the process of recording
the signal from a remote source, and then replaying the sig-
nal in a time-reversed fashion to retro-direct the replayed
sound back to the remote source to form a retrofocus. This
process, and various other active and passive extensions of it,
have led to exciting possibilities for technical advancements
in several areas of acoustic research. Recent work in under-
water acoustics~Dowling, 1994; Kupermanet al., 1998;
Songet al., 1998; Khosla and Dowling, 1998; Songet al.,
1999; Hodgkisset al., 1999; Roux and Fink, 2000; Dungan
and Dowling, 2000; Jacksonet al., 2000; Edelmannet al.,
2000; Khosla and Dowling, 2001! suggests that time-
reversing arrays~TRAs! can be used for robust beamforming
and underwater communication in unknown environments.
In addition, acoustic time reversal is now being developed
and deployed for an ever-expanding realm of intriguing im-
aging and nondestructive-evaluation techniques involving
fluid and solid media~Chakrounet al., 1995; Draegeret al.,
1998; Tanteret al., 1998; Draeger and Fink, 1999; Draeger
et al., 1999; Roseet al., 1999; Rouxet al., 1999a; Yonak and
Dowling, 1999; Mannevilleet al., 1999; Ohnoet al., 1999;
Roux et al., 1999b; Yamamotoet al., 1999; Derodeet al.,
2000!. Popular accounts of acoustic time reversal are given
by Fink ~1997, 1999!. Early ultrasound TRA work is pre-
sented in Finket al. ~1989!.

The performance of TRAs—as determined by the size,

longevity, and field amplitude of the array’s retrofucus—is
limited by lack of reciprocity and absorption in acoustic
propagation between the source and the array, by insufficient
array aperture, and by noise in the acoustic environment.
Although all of these topics have been the subject of previ-
ous investigations, only one~Khosla and Dowling, 2001! has
emphasized how noise affects acoustic time reversal. How-
ever, the results presented therein were limited to narrow-
band signals. This article extends their work to finite duration
broadband signal pulses, propagating in a generic shallow
water environment. Experimental retrofocus size and dura-
tion results for broadband ultrasonic signals propagating in a
hard-bottom laboratory sound channel are provided in Roux
and Fink ~2000!. Oceanic experimental retrofocus size and
longevity results are presented in Kupermanet al. ~1998! and
Hodgkisset al. ~1999!. A thorough noise analysis of Bartlett
matched field processing, the intellectual twin on acoustic
time reversal, is given in Baggeroeret al. ~1988!.

Noise influences TRA performance twice because the
array both listens and transmits. While the TRA is listening,
noise can corrupt the received signal from the remote source.
Thus, when the array generates its time-reversed transmis-
sion, it unintentionally broadcasts the noise it heard along
with the signal. Hence, at the intended retrofocus location,
there are two noise components: the array-broadcast noise
and the ambient noise. The analysis presented herein predicts
the signal-to-noise ratio in the vicinity of the original source,
SNRf , at the expected time of the retrofocus. The results are
developed from the basic formulation of acoustic time rever-

a!Author to whom correspondence should be addressed. Electronic mail:
drd@engin.umich.edu
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sal provided in Jackson and Dowling~1991! with a random
noise fluctuation added to the array’s reception from the re-
mote source and to the acoustic field at the intended retrofo-
cus location.

The purpose of this article is to provide quantitative
parametric predictions of how noise influences TRA retrofo-
cusing performance for realistic broadband signals propagat-
ing in complex environments. Such predictions are essential
for preliminary design of practical TRA systems for under-
water communication or active sonar. The new analytical
results presented here quantitatively predict how broadband
TRA retrofocusing benefits from multipath propagation.
Many previous TRA investigations have demonstrated a va-
riety of fascinating ways through which TRAs exploit mul-
tipath propagation when the signal-to-noise ratio of the ar-
ray’s reception is high. The main result presented in this
article provides a quantitative means of assessing the likely
noise rejection performance of acoustic time reversal in
noisy environments before a TRA system is built or de-
ployed.

The remainder of this article is divided into four sec-
tions. In the next section, the formal results are presented for
time-dependent TRA-produced sound fields and signal-to-
noise ratios for arbitrary finite-duration signals and corre-
lated noise fields. The formal signal-to-noise ratio results are
evaluated in Sec. III for homogeneous noise that is uncorre-
lated between the elements of the TRA and between the array
and the remote source location when a broadcast power con-
straint sets the electronic amplification of the array. Although
it is approximate, the final algebraic expression presented in
this section is important because it can be used to predict
TRA performance based only on system-design-level param-
eters for the signal characteristics, the remote source’s broad-
cast, the array’s reception and transmission, the acoustic en-
vironment, and the noise levels at the source and the array.
Section IV provides illustrations of the results from Secs. II
and III for TRA retrofocus temporal compression, and
signal-to-noise ratios based on Gaussian-windowed sinu-
soidal signal pulses propagating in a shallow water environ-
ment. Results from signals having both large and small rela-
tive bandwidths are presented, and comparisons are made to
equivalent free-space results. The final section summarizes
this work and presents the conclusions drawn from it.

II. GENERAL FORMULATION

The basic operating cycle for a TRA involves sound
traveling from a remote source through an acoustic environ-
ment to the TRA where it is recorded. For active time rever-
sal, this recorded sound is then transmitted from the same
array after time inversion~i.e., first-in becomes last-out!.
When the environment is sufficiently benign and the array
has sufficient aperture, this TRA-transmitted sound re-
traverses the environment and retrofocuses at the location of
the original source. For passive time reversal~Dowling,
1994! the recorded sound can be correlated with previous
receptions for sound channel equalization, or played back
into a computer simulation of the environment to localize the
source via Bartlett matched-field processing~Baggeroer
et al., 1988!. The original source may be cooperating with

the TRA, as in an underwater communications situation, or
the source may be trying to evade acoustic illumination by
the TRA. In all scenarios, the time-reversal process is robust
when the environment is reciprocal, the array is large, acous-
tic absorption is weak, and the received signal-to-noise ratio
is high.

The formal theory of time-reversing or phase-conjugate
arrays is presented in Jackson and Dowling~1991!. The fol-
lowing development for broadband signals and noise paral-
lels the narrow-band effort in Khosla and Dowling~2001!
but extends it to arbitrary finite duration broadband signals.
The formal results provided here address the size, duration,
and signal-to-noise ratio of a TRA’s retrofocus in a reciprocal
environment. The possible effects of nonreciprocal ocean
propagation have been covered by previous efforts~Dowling
and Jackson, 1992; Dowling, 1993, 1994; Khosla and Dowl-
ing, 1998; Dungan and Dowling, 2000!. Subsequent sections
of this article provide specific predictions of transverse focal
size and retrofocus signal-to-noise ratio.

Consider a real deterministic finite-duration broadband
signal having shapes(t) with Fourier transformS(v) de-
fined by

S~v!5
1

2p E
2`

1`

s~ t !eivt dt, ~1!

with bandwidth,B5(v22v1)/2p ~in Hz!, defined as the
smallest range of positive frequencies where 99% of the sig-
nals’s energy is concentrated: i.e.,v1 andv2 are determined
from

E
v1

v2
uS~v!u2 dv50.99E

0

1`

uS~v!u2 dv. ~2!

Similarly, the 99% signal duration,Ts5t22t1 , can be de-
fined as the smallest time interval that contains 99% of the
signal energy:

E
t1

t2
s2~ t ! dt50.99E

2`

1`

s2~ t ! dt. ~3!

If s(t) is broadcast by the original source located atr s ,
the signalw(r ,t) recorded by the TRA elements located atr i

is given by

w~r i ,t !5E
2`

1`

Msg~r i ,t;r s ,ts!s~ ts! dts , ~4!

where Ms is the root-mean-square amplitude of the source
transmission~Ms has units of pressure times length!, and
g(r f ,t f ;r0 ,t0) is the time-dependent Green’s function link-
ing spatial-temporal coordinates (r0 ,t0) with (r f ,t f).

Throughout this article, the signal shapes(t) is a nor-
malized dimensionless function,

1

Ts
E

2`

1`

s2~ t ! dt51. ~5!

Thus, the source level, SLs , for the initial source transmis-
sion which has a durationTs can be defined fromMs alone:

SLs~ in dB!520 log10$Ms /Pref~1m!%, ~6!

824 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Sabra et al.: Broadband time-reversing array retrofocusing



where Pref51 mPa, the usual reference pressure for under-
water sound.

Using these definitions and following Jackson and
Dowling ~1991!, the array is formulated as a set ofN mono-
pole transducers (i 51,N) that both receive and transmit.
Thus, the time-dependent pressure,P, at a field pointr f that
includes the TRA’s transmission, the noise field at the array
locationnr , and the noise field at the retrofocus locationnf ,
is given by

P~r f ,t !5Psignal~r f ,t !1ntotal~r f ,t !

5(
i 51

N E
2`

1`

g~r f ,t;r i ,t8!A@w~r i ,Tc2t8!

1nr~r i ,Tc2t8!# dt81nf~r f ,t !, ~7a!

where

Psignal~r f ,t !5(
i 51

N E
2`

1`

g~r f ,t;r i ,t8!Aw~r i ,Tc2t8! dt8,

~7b!

ntotal~r f ,t !5P~r f ,t !2^P~r f ,t !&

5(
i 51

N E
2`

1`

g~r f ,t;r i ,t8!Anr~r i ,Tc2t8! dt8

1nf~r f ,t !, ~7c!

the angle brackets denote an ensemble average,^nr(r ,t)&
5^nf(r ,t)&50, A is the electrical amplification between the
array’s reception and its time-reversed broadcast~A has units
of source strength divided by pressure, i.e., length!, andTc is
the requisite time delay for causality. In practice, the value of
A may be determinedin situ by the TRA system operator but
it will always be limited by the broadcast capabilities of the
TRA’s transducers. Results based on one strategy for setting
A are presented in Sec. IV. Possible advantages and concerns
raised by the use of dipole sources and receivers in~6! are
discussed in Jackson and Dowling~1991!. The location, size,
and duration of the TRA’s intended retrofocus can be pre-
dicted from ~7b! provided g, A, s, the array configuration,
and the source locationr s are known.

In order to evaluate the performance of a TRA in a noisy
environment, two signal-to-noise ratios must be defined. The
first, SNRr , is the array-averaged signal-to-noise ratio for a
single element of the array for reception of the original
source broadcast:

SNRr5(
i 51

N E
t0

t f
w2~r i ,t !dtY (

i 51

N E
t0

t f

^nr
2~r i ,t !& dt, ~8!

whereTr5t f2t0 , the received signal duration, is defined as
the smallest time interval that contains 99% of the received
signal energy. This definition is appropriate for shallow water
environments where the signal is primarily concentrated in a
small time window that lacks temporal gaps without signal
energy. However, in deep ocean environments, signal disper-
sion may be completely different because arrival time differ-
ences between propagation paths may be much larger than
the signal durationTs . Thus, a deep-water

signal received by the array may be composed of several
short-duration bursts separated by relatively long temporal
gaps without signal energy. In such a deep-water situation,
Tr might be defined in terms of a sum over a set of smallest
time intervals—one for each propagation path—that together
contain 99% of the received signal energy. In both shallow
and deep water,Tr may be much greater than the broadcast
signal durationTs . The relative strengths of the source
broadcast and the noise at the TRA are specified by SNRr . It
is the main independent parameter of this analysis.

The second signal-to-noise ratio specifies the relative
strengths of signal and noise in the retrofocus region of the
TRA. Here, the signal component will be similar tos(Tc

2t) if the array is working well. Thus, a matched-filtering
operation onP(r f ,t) with a time-inverted replica of the
original signal, i.e.,

C~r f ,g!5E
2`

1`

s~g2t !P~r f ,t ! dt, ~9!

should be the optimum receiver for the signal in a noisy
retrofocus region. Hence, the maximum retrofocus signal-to-
noise, SNRf(r f), can be defined based on~9! at the time-
shift for maximum signal correlation,g5Tc ,

SNRf~r f !5
@^C~r f ,Tc!&#2

^C~r f ,Tc!
2&2@^C~r f ,Tc!&#2

5
@*2`

1`s~Tc2t !Psignal~r f ,t ! dt#2

^@*2`
1`s~Tc2t !ntotal~r f ,t ! dt#2&

. ~10!

The second equality in~10! follows from ~7b!, ~7c!, the fact
that ^nr(r ,t)&5^nf(r ,t)&50, and the linearity of the
matched filtering operation~9!. Here, SNRf is the main per-
formance measure in determining how well a TRA rejects
broadband noise at its retrofocus.

All of the equations presented above are fully general
for deterministic finite duration signals and spatially corre-
lated random noise fields. The main TRA performance re-
sults are contained in~7! and ~10!. The purpose of the next
section is to evaluate the relationship between SNRr and
SNRf for a simple noise field when a broadcast power con-
straint sets the array’s electronic amplification factor.

III. RESULTS FOR HOMOGENEOUS UNCORRELATED
BANDPASS NOISE

Since the general expressions for SNRr and SNRf in-
clude both noise fields characteristics, a noise model must be
selected to produce specific performance predictions. Here,
the simplest possible noise model is chosen: a stationary ho-
mogeneous flat-spectrum band-limited zero-mean random
field that is uncorrelated between array elements and be-
tween the source and array locations. Although this noise
field is idealized, it allows simplification of the general for-
mulas to mere algebraic expressions and should provide
gauge performance results for actual TRA systems.

Oceanic noise is an area of continuing investigation and
considerable information is available from classic sources
~Urick, 1983, 1986!. Modern modeling approaches for oce-
anic noise are discussed in Jensenet al. ~1994!. Recent coast
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measurements and more references are provided by Dean
et al. ~2000!. The main difference between a realistic oceanic
noise field and the idealized one used here is the spatial
correlation within the realistic field. When there are signifi-
cant noise field correlations between the transducers of the
array, the signal-to-noise ratio predictions made in this sec-
tion @Eqs. ~12! and ~19!# will be optimistic. Hence, the re-
sults obtained herein provide an upper bound for TRA noise
rejection performance.

The idealized noise model is a direct extension of that
developed in Proakis~1995!. Since both the signal and noise
would be subjected to the same filtering in any actual TRA
application, the noise bandwidth is assumed to coincide with
the signal bandwidthB defined by~1!, and, for simplicity, the
bandpass filtering is assumed to be ideal~unity bandpass
response with complete spectral rejection outside the pass-
band!. Under these circumstances, the autocorrelation func-
tion of the idealized noise field is

^n~r i ,t !n~r j ,t8!&5sn
2d i j

sin„pB~ t2t8!…

pB~ t2t8!

3cos„2p f c~ t2t8!…, ~11!

wheresn
2 is the variance of the idealized noise field,d i j is

the Kronecker delta function, and 2p f c5(v21v1)/2 is the
center frequency of the signal band. In the following devel-
opment, the variance of the noise field at the TRA (s r

2) and
its retrofocus (s f

2) are taken to be different.
The noise model~11! allows the denominator in~8! to

be evaluated so that SNRr becomes

SNRr5(
i 51

N E
t0

t f
w2~r i ,t ! dtYNTrs r

2. ~12!

Use of~11! to simplify the denominator term in~10! is more
involved; the final form is

K F E
2`

1`

s~Tc2t !ntotal~r f ,t ! dtG2L
'

A2s r
2

2B (
i 51

N E
t0

t f F E
2`

1`

g~r f ,t;r i ,t8!s~ t8! dt8G2

dt

1
s f

2

2B E
2`

1`

@s~ t !#2 dt, ~13!

where the approximate relationship~with n representingnr

or nf!,

E
2`

1`

s~ t8!^n~r i ,t !n~r i ,t8!& dt8'
sn

2

2B
s~ t !, ~14!

has been used to obtain~13!. The approximation~14! is com-
mon in analyzing bandpass noise and signals~Ziomek, 1995!
and is based on the fact that one can neglect, as an engineer-
ing approximation, the portion of the signal spectrum that
lies outside of the 99%-signal-energy bandwidthB. Given
the extent of noise-field idealization in~11!, neglect of 1% of
the signal energy is comparatively inconsequential.

To achieve a final simplified form for SNRf , the nu-
merator of~10! is best evaluated at the intended retrofocus
location,r f5r s ,

F E
2`

1`

s~Tc2t !Psignal~r s ,t ! dtG2

5A2Ms
2F(

i 51

N E
2`

1`S E
2`

1`

g~r s ,t;r i ,t8!s~ t8! dt8D 2

dtG2

.

~15!

Combining~8!, ~10!, ~12!, ~13!, and ~15! produces a nearly
final form:

SNRf~r s!

5F11
~*2`

1`@s~ t !#2 dt!•s f
2/s r

2

A2( i 51
N *2`

1`~*2`
1`g~r s ,t;r i ,t8!s~ t8! dt8!2 dtG

21

32B•
Tr

0.99
•N•SNRr . ~16!

This equation shows the parametric dependencies of SNRf ,
and highlights one of the main advantages of TRA systems:
SNRf increases with increasing received-signal time-
bandwidth product,BTr . Thus, when a multipath environ-
ment causes significant temporal spreading of the original
source broadcast, a TRA can take advantage of this spreading
to improve SNRf and reject noise.

Further simplification of~16! is possible, once a formula
or strategy for setting the array’s electronic amplificationA is
defined. For example, anA that limits the array-averaged
power per element toPe can be developed from~7! and~11!
if the elements of the array are assumed to radiate indepen-
dently:

A25
rcPe/4p

~Ms
2/NTr !( i 51

N *2`
1`~*2`

1`g~r s ,t;r i ,t8!s~ t8! dt8!2dt1s r
2

5
rcPe

4ps r
2~11SNRr !

. ~17!

Here r and c are the average water density and speed of
sound at the array element locations. The average broadcast
power of an array element,Pe , is related to the source level
~in dB! of the TRA’s transmitting elements by

SLe510 log10$rcPe/4pPref
2 ~1m!2%. ~18!

The two denominator terms in~17! represent the mean-
square signal and noise pressures recorded at the array dur-
ing the listening intervalTr . If ~5!, ~8!, and~17! are used to
evaluate~16!, an algebraic form for the retrofocus signal-to-
noise ratio is obtained:

SNRf~r s!52B•Tr•N•SNRrY
F11

PsTs

NPeTr
S 11SNRr

SNRr
D • s f

2

s r
2G , ~19!

where Ps54pMs
2/rc is the power output of the original

source, NLr520 log10$s r /Pref% is the noise level at the TRA,
NL f520 log10$s f /Pref% is the noise level at the retrofocus,
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Ps /Pe510@(SLs2SLe)/10#, and the various factors of 0.99 aris-
ing from the definitions ofTs , B, andTr have all been set to
unity.

This final result,~19!, includes all of the parameters that
influence TRA retrofocusing and is the main contribution of
this article. Although~19! has been developed for idealized
noise fields and an assumed strategy for setting the array’s
amplification factor, it provides a simple parametric relation-
ship involving the characteristics of the signal, the original
source, the array, the noise, and the environment. It can be
used for parameter studies that determine performance
curves of SNRf vs. SNRr without recourse to propagation
calculations provided reliable estimates forTr are available.
Relationships like~19! are critical for the preliminary design
of practical TRA-based sonar systems that operate in noisy
environments, and for comparison of predicted TRA-system
performance to that possible from other competing technolo-
gies, like inverse filtering~Nelsonet al., 1992; Tanteret al.,
2000!. The previous narrow-band results of Khosla and
Dowling ~2001! for SNRf can be recovered from~19! by
settings f

2/s r
251, and taking the constrained limitB→0 and

Tr→` with 2BTr51 andTs /Tr→1.
Figure 1 illustrates the type of parametric predictions

that can be made with~19!. It shows contours of SNRf
535 dB for TRA element numbers ofN58 and 30 for

received-signal time-bandwidth products ofTrB53 and 61
when SNRr is varied from25 to 170 dB ~vertical axis! and
source broadcast energy,PsTs , divided by average TRA
transmitted energy,NPeTe , multiplied by the ratio of the
noise variances~horizontal axis! in dB is varied from250 to
150 dB. Thus, relatively quiet sources~loud arrays! or low
noise levels at the retrofocus location~high noise level at the
TRA location! occur toward the left in Fig. 1 while loud
sources~quiet arrays! or relatively high noise level at the
retrofocus location~low noise level at the TRA location! oc-
cur toward the right in Fig. 1. The main feature shown in Fig.
1 is that more elements and larger received time-bandwidth
products are predicted to allow a broadband TRA to retrofo-
cus successfully at lower received signal-to-noise ratios re-
gardless of the broadcast capabilities of the array or the
source. In addition, the character of the 35 dB-SNRf curves
allows a system designer to assess the importance of a TRA’s
broadcast capabilities. For instance, assume thats f

2/s r
2'1.

Then in the quiet source regime (PsTs /NPeTr!1), the 35
dB-SNRf curves are horizontal which implies that any in-
crease in TRA broadcast capability will go unutilized. On the
other hand, in the strong source regime (PsTs /NPeTr

@1), the 35 dB-SNRf curves have a positive slope which
implies any increase in TRA broadcast capability will allow
the TRA to produce the same SNRf at a lower SNRr . Thus,
an array-power SNRf-performance tradeoff places optimum
TRA operations nearPsTs /NPeTr'1, whens f

2/s r
2'1

The next section illustrates the use of the formulas pre-
sented in this and in the previous section for vertical linear
TRAs.

IV. ILLUSTRATIONS OF PREDICTED TRA
PERFORMANCE

The TRA performance parameters presented here are the
extent of pulse compression at the original source location,
and the predicted retrofocus signal-to-noise ratio as a func-
tion of source-array range. Computational results for a shal-
low water sound channel environment are provided and com-
pared to equivalent free space results. In both environments,
the array is linear and vertical, and the original source is at a
~horizontal! rangeR from the array. The free space results are
based on the usual analytical Green’s function~see Pierce,
1989!, while the sound channel results are based on propa-
gation calculations using the wide-angle parabolic-equation
code RAM ~Collins, 1993, 1994, 1998!. Here, time-domain
signals were generated by a Fourier superposition of single-
frequency results.

The geometry and parameters for the computational
sound channel are shown in Fig. 2. The channel has a down-
ward refracting sound speed profile, a depthD565 m, and a
two-layer bottom. The range coordinate,r, runs in the hori-
zontal direction, and the depth coordinate,z, has its origin at
the water surface and increases downward. The depth-
dependent speed of sound~c!, bottom layer densities~r!, and
bottom attenuation coefficients~a! are all specified on Fig. 2.
The array was centered in the sound channel and had 20
elements with 3-m spacing.

The signals used here were Gaussian-windowed sine
waves,

FIG. 1. Curves predicted by~19! for SNRf535 dB vs. SNRr and the source/
array broadcast energy ratio,PsTs /NPeTe times the noise field variance
ratio s f

2/s r
2. More array elements~larger N! and greater received-signal

time-bandwidth productsTrB allow TRAs to operate effectively at lower
SNRr .
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s~ t !5S0 exp$2t2/t2%sin~2p f ct !, ~20!

whereS0 is a normalization constant chosen to satisfy~5!, t
sets the duration of the pulse, andf c is the center frequency
of the pulse. For the present study,f c5500 Hz.

The period or time window for Fourier synthesis of the
pulses described by~20! was 0.256 s, leading to a frequency
spacing between Fourier components of 3.91 Hz. These val-
ues were chosen so that the sound-channel-spread signal was
still clearly contained in a single time window for source-
array ranges of 300 m to 40 km. The number of frequencies
used by the computations was chosen so that the bandwidth
B of the signal was fully covered, and typically numbered
between 100 and 300, depending on the choice oft and f c in
~20!.

For the RAM computations, eight Pade´ terms were used.
The range step was at most one wavelength and the depth
step at most1

30 of a wavelength for each frequency compo-
nent of the signal. These choices are somewhat smaller than
the range and depth steps typically used with RAM. They are
based on a trade-off between computational accuracy and
efficiency and ensure reciprocity for both amplitude and
phase in the computed pressure fields. Furthermore, the rela-
tively short range step is appropriate here to properly resolve
the details of the retrofocus region. The computational base-
ment was set to 400 m, and within the last few wavelengths
of this basement the attenuation coefficient was ramped up to
10 dB per wavelength to prevent artificial reflections from
the bottom edge of the computational domain.

A sample of the computed results for a broadband noise-
free signal based on~7b! are presented in Figs. 3 and 4. For
these illustrationsf c5500 Hz, t55/(2p f c), zs525 m, and
N520 which lead to B5516 Hz ~i.e., B/ f c'1!, Ts

54.0 ms, andTr5120 ms. Specific predictions based on a
full evaluation of~12! and ~19! for free space and the shal-
low water sound channel of Fig. 2 are presented in Fig. 5.

Figure 3 depicts~a! the original pulse,~b! the pulse after
propagation from the source to the array at a depth of 25 m,
~c! the pulse energy and recording timeTr , and~d! the ret-
rofocused pulse at the source location after back propagation

from the array forR515 km. All the horizontal time axes on
Fig. 3 have the same duration~one time window! but they
have been shifted so that the various signals are easily com-
pared. As expected, the original pulse undergoes consider-
able temporal spreading after propagation from the source to
the array, but the signal is successfully recompressed during
back propagation. In fact, the correlation between the time-
reversed original pulse and the simulated retrofocused signal
is greater than 99% for 300 m<R<30 km in the computa-
tional sound channel. Thus, as expected from prior experi-
mental measurements having a smaller signal bandwidth
~Kupermanet al., 1998; Hodgkisset al., 1999!, TRA pulse
compression approaches the ideal limit in the absence of
noise and sound channel dynamics.

FIG. 2. Computational shallow water sound channel. Here, density isr, the
attenuation coefficient isa ~with l5wavelength!, and the sound speed,
indicated by the heavier black line, isc.

FIG. 3. Simulated signal pulse shapes forf c5500 Hz, t55/(2p f c), R
515 km, andzs525 m at various points within the operating cycle of a
time-reversing array havingN520 elements:~a! original pulse withTs

54.0 ms,~b! pulse after propagation from the source to the array,~c! pulse
energy versus time at the array withTr5120 ms, and~d! recompressed
pulse produced at the original source location after back propagation. All
horizontal axes present the entire time window of a simulation although the
origins of the various axes have been shifted to ease comparisons.

FIG. 4. Pulse duration versus range for the signal pulse of Fig. 3.
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Figure 4 shows the duration of the TRA-broadcast signal
at a depth of 25 m as a function of range whenR510 km for
the pulse illustrated in Fig. 3. The original and received sig-
nal durations,Ts andTr , are marked near the bottom and top
of the vertical axis in Fig. 4. As in Fig. 2 the array is on the
right and the source on the left in Fig. 4. Here, pulse recom-
pression is seen to take place gradually with range; the pulse
duration is only double its minimum value approximately 1.5
km up- or down-range of the source location.

When the signals shown in Figs. 2–4 are immersed in
noise, their strength relative to the noise becomes important.
To illustrate this, Fig. 5 provides specific predictions of
SNRf vs R based on~12!, ~19!, and ~20! for B5516 Hz @t
55/(2p f c)#, 129 Hz @t520/(2p f c)#, and 43.0 Hz @t
560/(2p f c)# with f c5500 Hz, SLs5120 dB, SLe5100
dB, and a NLf5NLr560 dB. In current TRA experiments,
the source amplitude is higher than the TRA amplitude be-
cause time reversal takes advantage of constructive interfer-
ence from each array element to increase the retrofocused
signal energy. This is parametrically confirmed by the fact
that the relevant ratio in Fig. 1 isPsTs /NPeTr when the
noise fields have equal variances. Here, either the propaga-
tion simulations—leading to the solid curves in Fig. 5—or
the analytical free-space Green’s function—leading to the
dashed curves in Fig. 5—were used to evaluate the numera-
tor of ~12!. The highest curves of each type are for the short-
est pulse and the lowest curve of each type are for the longest
pulse. Comparing any two curves for the same signal clearly
shows that SNRf is higher and TRA noise-rejection perfor-
mance is better in the sound channel. The separation of any
two same-signal curves in Fig. 5 is primarily produced by the
increased received-signal time-bandwidth product resulting
from multipath propagation in the sound channel. Table I
lists TrB andTsB for the three signals shapes used to create

Fig. 5. Most of the approximately 15-dB SNRf advantage of
the sound channel can be attributed toTrB in the sound
channel greatly exceedingTsB, the time-bandwidth product
for all the free space results. Additionally, Fig. 5 illustrates
how the higher bandwidth signals lead to greater SNRf in
both environments. And finally, the1 symbols in Fig. 5
show where the sound channel curves just above them shift
to when the absorption coefficient in the first layer of the
computational bottom model is increased from 0.5 to 0.75
dB per wavelength. In all cases, increased absorption losses
lower SNRf , a finding that matches the previous narrow-
band result~Khosla and Dowling, 2001!.

V. SUMMARY AND CONCLUSIONS

This article presents formal mathematical results for the
signal-to-noise ratio at the retrofocus of a time-reversing ar-
ray operating in a noisy environment with broadband signals.
The formal results are simplified for the case of homoge-
neous uncorrelated bandpass noise fields, and illustrated
through broadband simulations of TRA performance in shal-
low water. The simulated sound channel results are com-
pared to equivalent free space TRA performance predictions.

The work presented here supports three main conclu-
sions. First, the evaluation of the retrofocus signal-to-noise
ratio, SNRf , for homogeneous uncorrelated noise represents
an important simplification of the formal results because it is
an algebraic relationship between all of the system-level pa-
rameters necessary for preliminary design of TRA-based so-
nar systems. Most~if not all! recent TRA research has been
done with high signal-to-noise ratios, thus this article is in-
tended for assessment of future applications of time reversal
where quiet sources, quiet arrays, abundant shipping activity,
breaking wind waves, or long ranges cause signal-to-noise
limitations to be important. Furthermore, because the noise
model used to produce the main algebraic relationship is
highly idealized, the final formula~19! should accurately
represent best-case TRA performance in a noisy environment
and thereby provide a performance gauge for actual TRA
systems operating in correlated noise environments. In fact,
natural variability in both oceanic noise levels and propaga-
tion losses produce significant uncertainty in SNRr which,
through~19!, is likely to mask any inaccuracy in the predic-
tions of SNRf originating from the idealized noise model.
Thus, the idealized-noise predictions of~19! may actually be

FIG. 5. Specific predictions of the range dependence of SNRf in the com-
putational sound channel and in free space based on~12!, ~19!, and~20! for
B5516, 129, and 43.0 Hz withf c5500 Hz, SLs5120 dB, SLe5100 dB,
and NLf5NLr560 dB. The solid curves are for the sound channel. The
dashed curves are for free space. The arrows show the direction of increas-
ing bandwidth for the two types of curves. The1 symbols denote the
position that the sound channel curves shift down to when the absorption
coefficient in the first layer of the computational bottom is increased from
0.5 to 0.75 dB per wavelength.

TABLE I. Predicted sound-channel received-signal time-bandwidth prod-
ucts,TrB.

Source-array
Range, R~km!

Signal bandwidth,B ~Hz!

B5
TsB5

516
1.96

129
2.13

43.0
2.12

1 TrB5 23.3 6.51 3.09
5 41.0 10.5 4.23

10 54.3 14.4 5.61
15 61.7 17.1 6.42
20 42.5 10.4 4.35
25 44.2 12.1 4.73
30 46.8 13.5 5.19
40 50.7 12.2 4.84
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as good as any that could be obtained from the exact formal
result ~10! because noise model deficiencies may be hidden
by oceanic propagation and noise-field variability. Second,
because time-reversing arrays exploit multipath propagation,
they are well suited to beamforming in unknown underwater
sound channels where pulse spreading is ubiquitous. This
conclusion is based on the appearance of the received-signal
time-bandwidth product in~19! instead of the broadcast-
signal time-bandwidth product. Third, the parametric varia-
tions seen in the broadband signal calculations reported here
follow the expectations set by prior oceanic experiments and
narrow-band calculations.
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Numerical investigations of flow and energy fields
near a thermoacoustic couple
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The flow field and the energy transport near thermoacoustic couples are simulated using a 2D full
Navier–Stokes solver. The thermoacoustic couple plate is maintained at a constant temperature;
plate lengths, which are ‘‘short’’ and ‘‘long’’ compared with the particle displacement lengths of the
acoustic standing waves, are tested. Also investigated are the effects of plate spacing and the
amplitude of the standing wave. Results are examined in the form of energy vectors, particle paths,
and overall entropy generation rates. These show that a net heat-pumping effect appears only near
the edges of thermoacoustic couple plates, within about a particle displacement distance from the
ends. A heat-pumping effect can be seen even on the shortest plates tested when the plate spacing
exceeds the thermal penetration depth. It is observed that energy dissipation near the plate increases
quadratically as the plate spacing is reduced. The results also indicate that there may be a larger
scale vortical motion outside the plates which disappears as the plate spacing is reduced. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1430687#

PACS numbers: 43.35.Ud@SGK#

I. INTRODUCTION

Thermoacoustic engines are devices which make use of
thermoacoustic phenomena and function as heat pumps or
prime movers. They can provide cooling or heating using
environmentally benign gases. Despite recent developments
in thermoacoustic engines~Swift, 1999!, there are many ar-
eas requiring further investigation in order to better predict
their performance and guide future designs of thermoacous-
tic engines. Particularly lacking is overall research into heat
exchangers in thermoacoustic engines, for which there are no
established design methodologies.

Analytical models of thermoacoustic devices have been
developed for the calculation of time-averaged energy fluxes
for devices operating at low pressure amplitudes~Swift,
1988!. However, these models do not account for entrance
effects at the ends of regenerators and heat exchangers. The
main differences between regenerators and heat exchangers
are that regenerator plates are normally at least ten times as
long as heat exchanger plates and have a temperature gradi-
ent along their length. Heat exchanger plates are usually con-
sidered to be isothermal and short enough that plate end
effects should prevail over their length.

The motivation for the current work is to understand the
energy transfer mechanisms at heat exchangers in thermoa-
coustic devices. However, in order to model the heat ex-
changer section only, boundary conditions reproducing the
energy and flow fields developed due to the interaction be-
tween the regenerator and the heat exchanger must be ap-
plied at the edge of the domain. Suitable information to ap-
ply at such a boundary is currently not available.

Therefore, the current work deals with the simpler case
of a thermoacoustic couple. The thermoacoustic couple re-
tains most of the physical processes that occur in heat ex-
changers but is more tractable numerically. The thermoa-
coustic couple was originally proposed and tested by

Wheatleyet al. ~1983! in order to clearly demonstrate the
thermoacoustic phenomenon. The thermoacoustic couple is a
stack of a few short plates in a resonator and is designed so
that the stack can be placed at any position within the stand-
ing wave.

Several works have addressed the numerical simulation
of thermoacoustic devices, but most have concentrated on
the regenerators@Worlikar and Knio~1996!; Watanabeet al.
~1997!; Yuan et al. ~1997!#. In addition, although nonlinear-
ity is incorporated into their models, various simplifications
to the governing equations have been made.

The work of Caoet al. ~1996! is the only one that simu-
lates isothermal plates in a standing wave using the full 2D
Navier–Stokes equations. However, only one plate length
~which corresponds to the length of typical regenerator
plates! was tested and the simulation became unstable for
small plate spacings.

An analytical model for heat exchanger plates near a
stack is presented by Mozurkewich~1998a!. Worlikar and
Knio ~1999! included heat exchanger plates in their simula-
tion. They considered a single plate but imposed isothermal
conditions at either edge to represent hot and cold heat ex-
changers. In order to simplify the governing equations, as-
sumptions such as low Mach number and constant viscosity
and thermal conductivity were made. Their simulations indi-
cate that there is heat pumping action on heat exchanger
plates that are as short as the particle displacement length
and that the efficiency of a thermoacoustic engine is opti-
mum when the heat exchanger plates are approximately that
length. However, the effect of plate spacing was not tested in
their work.

II. DOMAIN AND OPERATING CONDITIONS

Figure 1~a! is a slice~in the x–y plane! of a thermoa-
coustic couple. The extent of the simulation domain is indi-
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cated by the dotted lines and is enlarged in Fig. 1~b!. The
simulation model is an isothermal plate subject to a standing
wave in a helium-filled resonator. The plate thickness is not
modeled.y0 is the plate half-spacing. Throughout this paper
the right-hand end of the plate in Fig. 1~b! is referred to as
the outer edge and the left end is referred to as the inner
edge.

The mean temperature,Tm , is 300 K, the mean pressure,
pm , is 10 kPa, the frequency,f, is 100 Hz, and the outer edge
of the plate is located one-eighth of the wavelength, 126 cm,
from the closed end of the resonator. The oscillatory bound-
ary conditions are specified 0.0085l from the outer edge of
the plate wherel is the wavelength. These operating condi-
tions were chosen to replicate the test cases of Caoet al.
~1996!. The mean pressure used by Caoet al. ~1996! is ap-
proximately one-tenth of atmospheric pressure~assumingTm

and f to be 300 K and 100 Hz, respectively!. This is two
orders of magnitude smaller than that commonly used for
existing operating thermoacoustic devices. Parametric stud-
ies for operating conditions closer to those of existing ther-
moacoustic devices were done by Ishikawa~2000!. The char-
acteristics of the flow and energy fields for the various plate
geometries were similar to those tested at the operating con-
ditions of Caoet al. despite the fact that the Reynolds num-
bers differed by two orders of magnitude.

Table I presents conditions for the present test cases.L is
the plate length.dkm(5A2k/v) is the thermal penetration
depth wherek is the thermal diffusivity andv is the angular
frequency.dkm is 0.24 cm when evaluated atTm andpm .

Turbulence is neglected for all test cases because the
critical Reynolds number, Re52u1 /A(nv), as defined by
Merkli and Thomann~1975!, was always below 400.

Mach numbers,M, are evaluated at the mean tempera-
ture and are based on the velocity amplitude at the velocity
antinode of the standing wave.PA /pm is the drive ratio,
which is the ratio of pressure amplitude at the pressure anti-
node of the standing wave,PA , and the mean pressure.Dx
and Dy are the grid sizes in thex and y directions. The
particle displacement length, 2u1 /v ~whereu1 is the first-
orderx-component velocity amplitude! evaluated at the plate
outer edge, is 2.3 cm when the Mach number is 0.01.

The sizes of the spatial and temporal grids used are close

to those of Caoet al. ~1996!. Grid independency was con-
firmed by comparing the energy flux at the plate surface for
grids of various sizes in Ishikawa~2000!. As shown in Sec.
VII, the results the current work agree with those of Cao
et al. which, in turn agree with the analytical calculations of
Mozurkewich~1998b!.

III. NUMERICAL METHOD

The continuity, momentum, and energy equations for a
2D compressible ideal gas at low Mach number are solved in
the current simulations. The commercial codePHOENICS, de-
veloped by CHAM Ltd., which solves the governing equa-
tions using a finite volume method~Spalding, 1991!, was
used for the present simulations. Schemes used to discretize
the governing equations inPHOENICSgive second-order ac-
curacy in space and first-order accuracy in time. In order to
couple the momentum and continuity equations,PHOENICS

uses the SIMPLEST~SIMPLE ShorTend! algorithm sug-
gested by Spalding~1980!, which is a variant of the SIMPLE
~semi-implicit method for pressure-linked equations! method
~Patankar and Spalding, 1972!.

In the current work, convergence of the simulation was
determined by monitoring the change in each variable after
each iteration and also by looking at the energy balance of
the simulation domain. Simulations were considered to have
reached steady state when the changes in all quantities were
less than 0.1% of their fluctuating amplitudes from one cycle
to the next. At this stage, the difference between the cycle-
averaged heat flux through the plate and the energy flux
through the oscillatory boundary was less than 5% of the
maximum fluctuating energy flux in the domain. Larger en-
ergy imbalances are attributed to the fact that the energy flux
and heat flux are second-order quantities which are derived
from differences between two first-order quantities. Limita-
tions of the code~such as single precision in calculations!
restricted the overall accuracy that could be achieved in the
second-order quantities.

In order to close the equation set, auxiliary equations for
thermodynamic properties, transport properties, and bound-

FIG. 1. ~a! Thermoacoustic couple in a resonator.~b! The computational
domain.

TABLE I. Thermoacoustic couple test cases. The test gas is helium,g55/3,
Pr50.68,pm51.0 kPa. 2u1 /v52.3 cm,dkm50.24 cm.

Run L dkm /y0 M PA /pm@%# Dx/l Dy/dkm

1 22u1 /v 0.3 0.03 5.1 2.5E24 8.3E22
2 22u1 /v 0.6 0.03 5.1 2.5E24 4.2E22
3 22u1 /v 1.0 0.03 5.1 2.5E24 4.2E22
4 22u1 /v 1.2 0.03 5.1 2.5E24 4.2E22
5 22u1 /v 1.6 0.03 5.1 2.5E24 4.2E22
6 22u1 /v 1.8 0.03 5.1 2.5E24 4.2E22
7 22u1 /v 0.3 0.01 1.7 2.5E24 8.3E22
8 22u1 /v 0.3 0.02 3.4 2.5E24 8.3E22
9 22u1 /v 0.3 0.04 6.8 2.5E24 8.3E22

10 22u1 /v 0.3 0.05 8.5 2.5E24 8.3E22
11 2u1 /v 0.3 0.01 1.7 8.2E25 8.3E22
12 2u1 /v 2.0 0.01 1.7 8.2E25 4.2E22
13 2u1 /v 3.0 0.01 1.7 8.2E25 2.8E22
14 u1 /v 0.3 0.01 1.7 8.2E25 8.3E22
15 u1 /v 2.0 0.01 1.7 8.2E25 4.2E22
16 u1 /v 3.0 0.01 1.7 8.2E25 2.8E22
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ary conditions are required. In the current work, the gas used
for the simulations is helium. The equation of state for an
ideal gas is used to calculate the density.PHOENICSsolves the
energy equation in terms of enthalpy assuming a calorically
perfect gas. The transport properties required in the current
model are the viscosity and the thermal conductivity of the
gas. For simplicity, a power-law model is used for the varia-
tion of viscosity with temperature

m5m8S T

T8D
s

, ~1!

wheres is a constant, andm8 is the dynamic viscosity at the
reference temperatureT8. The constants used for the current
work is 0.647, which is appropriate for temperatures between
15 and 460 K~Chapman and Cowling, 1970!. In the current
work, T8 was chosen as the initial mean temperature of the
whole simulation domain.

The kinematic viscosity is calculated by dividing Eq.~1!
by the temperature-dependent density of the gas. The Prandtl
number is assumed to be constant over the temperature range
of the simulations. This, along with the assumption of con-
stant specific heats, leads to the variation of thermal conduc-
tivity with temperature having the same form as Eq.~1! with
the same exponent.

IV. INITIAL AND BOUNDARY CONDITIONS

At the start of the simulations all variables throughout
the simulation domain were set at their mean values as fol-
lows:

u50
v50
T5Tm

J at t50 at all x- and y-cells, ~2!

whereu and v are thex- and y-components of the velocity
vector andTm is the mean temperature of the gas.

The conditions imposed on each boundary@except for
the oscillatory boundary of Fig. 1~b!, hereafter referred to as
BCos#, are as follows:

u50
v50
dT

dx
50
J Closed end, ~3!

v50
dT

dy
50J Symmetrical boundary, ~4!

u50
v50
T5Tm

J Plate. ~5!

Special considerations were required at the oscillatory
boundary, BCos. In the current work, thermoacoustic couples
were simulated by applying standing-wave conditions at the
open end of the simulation domain@BCos of Fig. 1~b!#. It is
apparent that the flow field near the plate is stronglyy de-
pendent, and it would not be appropriate to use standing-
wave conditions if the oscillatory boundary was placed very

near the plate. In order to take account of the plate end effect,
Caoet al. ~1996! varied the temporal phase shift between the
pressure and the velocity from that of a standing wave at
oscillatory boundaries on either side of the plates. Their
simulation domain is similar to the current work except that
it does not extend to the tube wall; instead, it encompasses
just the region near the plate. In the current work, one end of
the simulation domain is chosen as the closed end of the
tube. At the other end, an oscillatory boundary condition~an
ideal standing-wave condition! is specified far enough away
from the plate that moving the boundary further away did not
significantly affect the simulation results presented in this
paper.

Since a constant temperature is specified at the plate, a
rise in the mean temperature of the gas in the simulation
domain, due to viscous dissipation, will cause heat to flow
out of the domain through the plate. In order to maintain an
energy balance for the simulation domain, any heat entering
~or leaving! the plate must be balanced by an energy flux
through the oscillatory boundary. The values ofp, u, andT at
BCos are set to be those of a standing wave. However, gra-
dients in properties are not fixed here and energy flux can
pass through the oscillatory boundary because of these gra-
dients. The oscillatory boundary is further discussed in Sec.
VII.

The pressure, the velocity, and the temperature at BCos

are as follows:

p5pm1Re$p1eivt%, ~6!

u5Re$u1eivt%, ~7!

T5Tm1Re$T1eivt%, ~8!

where Re$ % signifies the real part andp1 , u1 , andT1 are the
first-order complex amplitudes of pressure,x component of
velocity and temperature, respectively, fluctuating about their
mean values.p1 , u1 , andT1 for an ideal standing wave are

p15PA cos~kx!, u15 i
2PA

rma
sin~kx!,

and ~9!

T15p1 /rmcp ,

wherea is the sound speed,k is the wave number,rm is the
mean density, andcp is the specific heat at a constant pres-
sure.

V. VISUALIZATION OF THE ENERGY AND FLOW
FIELDS

In order to visualize the direction of heat flux, tempera-
ture contours generally are sufficient for steady heat transfer
problems but they are not suitable when convection is in-
volved. For the latter case, the energy density flux~as dis-
played by Caoet al., 1996! is useful for visualizing energy
transfer. Thex- andy-components of energy flux density can
be written as

ėx5ruS 1

2
v21hD2K

]T

]x
2~usxx1vsyx!, ~10!
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wherev is the total velocity,h is the enthalpy,s i j signifies
components of the viscous stress tensor,K is the thermal
conductivity, and

ėy5rvS 1

2
v21hD2K

]T

]y
2~usxy1vsyy!, ~11!

where

sxx5m
2

3 F2
]u

]x
2

]v
]yG , syy5m

2

3 F2
]v
]y

2
]u

]xG ,
~12!

sxy5mF]u

]y
1

]v
]xG5syx .

While energy vectors are useful for visualizing the en-
ergy field, particle traces are useful for visualizing the flow
field. The movements of gas parcels were traced over several
cycles. The initial locations of nine particles are shown in
Fig. 2. The initial x locations are at each end and at the
middle of the plate. The initialy locations are one cell above
the plate surface, at a quarter of the interplate spacing, and
near the middle of the interspacing.

The locations of the particles after a short time incre-
mentDt are calculated by multiplying velocities~in both x-
andy directions! at the initial particle location by the time-
step sizeDt. Then, velocities at the new locations are used to
calculate the particle locations at time, 23Dt. This process
is repeated every time step until the end of the cycle. Par-
ticles are traced for a maximum of three consecutive cycles
after the simulations are considered to have reached steady
state.

In order to estimate the sensitivity of the particle traces
to time-step size, particle tracks were calculated for two dif-
ferent time-step sizesDt50.28% and 0.21% of the duration
of a cycle. The differences between locations at the start and
end of a cycle for the two different time-step sizes were less
than 0.1% of the half-plate spacingy0 .

VI. CALCULATION OF ENERGY DISSIPATION

As described by Landau~1959!, energy dissipation in
the simulation domain can be calculated from

ėdiss52T0ṡgen, ~13!

where ṡgen is the entropy generation rate per unit volume,
and T0 is the temperature that the system would have if it
were in thermodynamic equilibrium at that entropy. The en-
tropy generation rate per unit volume in an ideal gas with

viscosity for a two-dimensional system in Cartesian coordi-
nates is

ṡgen5
K

T2 F S ]T

]x D 2

1S ]T

]y D 2G1
m

T H 2
2

3 S ]u

]x
1

]v
]y D 2

12S ]u

]xD 2

12S ]v
]y D 2

1S ]v
]x

1
]u

]yD 2J , ~14!

whereT is the mean temperature of the small control vol-
ume. @See, for example, Birdet al. ~1960! or Bejan ~1982!
for a derivation of Eq.~14!.#

Energy dissipation at the plate surface can be calculated
from

ėdiss5
1

4

~p1!2

rma2 dk

g21

11es
v1

1

4
rm~u1!2dnv, ~15!

whereg is the specific heat ratio anddn is the viscous pen-
etration depth (5A2n/v). This analytical expression was
derived by Swift~1988! for the short engine model with a
boundary layer approximation (y0@dk).

VII. ‘‘LONG PLATE’’ SIMULATIONS

Figure 3 shows the energy flux at the plate surface for
run 7 compared with run 2 of Caoet al. ~1996!. The time-
averaged energy flux at the plate surface is positive for a heat
flux leaving the domain through the plate and negative for it
entering the domain. These sharp peaks in heat flux at the
plate edges were also observed by Worlikaret al. ~1998!
numerically and by Mozurkewich~1998b! analytically.

In Fig. 4, the time-averaged energy flux distributions at
the plate surface for various plate spacings are shown. Figure
4 shows that the width of the peak in the energy flux de-
creases as the plate spacing is reduced whendk /y0>1.0. The
total energy flux leaving the outer edge of the plate and flow-
ing through the gas and into the inner edge also reduces as
the plate spacing is decreased. Figure 4 also shows some
interesting trends with the plate spacing, especially at the
outer plate edge, that were not identified previously.

The characteristic result in which energy flux leaves the
outer edge of the plate and enters the inner edge changed to
one in which energy flux entered each end of the plate at a
plate spacing ofdkm /y051.2. The energy transfer is dis-

FIG. 2. Starting positions for nine particles in the simulation domain.

FIG. 3. Time-averaged energy flux density at the plate surface for run 2 of
Caoet al. ~1996! and run 7 of the current work.
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played in terms of energy vectors in Figs. 5 and 6. Note that
only the simulation domain near the plate is shown.

When dkm /y050.3 ~Fig. 5!, the time-averaged energy
vectors leaving the plate outer edge head towards BCos near
the plate surface and turn back towards the inner plate edge
at approximately the thermal penetration distance from the
plate~dkm50.24 cm in Fig. 5!. Energy vectors near the inner
plate edge also start to point towards the plate edge at the
thermal penetration depth away from the surface. When
dkm /y051.2 @Fig. 6~a!#, the time-averaged energy vectors
leaving the plate outer edge start to head towards the inner
plate edge soon after they leave the outer edge. Energy vec-
tors near the inner plate edge also head directly towards the
plate. Whendkm /y051.6 @Fig. 6~b!#, the energy vectors at
both plate edges are directed towards the plate surface and
there is no cycle-averaged net heat carried from the outer
edge to the inner plate edge. This is attributed to increased
energy dissipation as the plate spacing is reduced. This is
further discussed later in this section.

Both Figs. 5 and 6 indicate a small amount of energy
flux through the oscillatory boundary~to compensate for the
energy dissipated in the simulation domain! which subse-
quently leaves the domain in the form of heat transferred to
the plate. In fixing the oscillating variables at BCos to be
those of the 1D standing wave, the first two terms of Eq.~10!

and all but the fourth term of Eq.~11! are zero. Therefore,
energy can only enter the domain through BCos in the form
of heat flux or flux due to internal friction. The magnitude of
the total energy flux through this boundary is very small
compared to the level of fluctuating energy flux within the
domain ~typically less than 1%!. It is noted that specifying
the boundary conditions in this way, which is quite different
from how the conditions were specified in Caoet al., re-
sulted in good agreement between the two simulations~see
Fig. 3!.

For the simulation of thermoacoustic couples, an oscil-
lating solid-wall boundary would be suitable. However, the
boundary conditions used in the current work were chosen
with an extension of the work to simulation of only the heat
exchanger section in mind. In that case there will be an en-
ergy flux through the oscillating boundary.

The movement of the gas near the plate is shown by the
paths taken by particles 1 to 9 for runs 1 and 5 in Figs. 7 and
8, respectively.xE is the distance from the closed end of the
tube, x50, to the inner plate edge, point 3 in Fig. 2. The
particle paths for run 4 were almost identical to those for run
5 and are not shown here. Particles 7, 8, and 9 in Figs. 7 and
8 start traveling just at the outer edge of the plate and the
distance they travel in thex direction is approximately the
particle displacement length.

There are some obvious differences in traces for par-
ticles at different locations in the domain. All particles, ex-
cept 2 and 8, move mainly in thex direction with very little

FIG. 6. Time-averaged energy vectors when~a! dkm /y051.2 ~run 4! and~b!
dkm /y051.6 ~run 5!. M50.03.

FIG. 7. Particle paths for nine particles whendkm /y050.3 ~run 1!. L
522u1 /v.

FIG. 4. Time-averaged energy flux entering the plate for different plate
spacings~run 1; dk /y050.3, run 2;dk /y050.6, run 3;dk /y051.0, run 4;
dk /y051.2, run 5;dk51.6, run 6;dk51.8!.

FIG. 5. Time-averaged energy vectors fordkm /y050.3 ~run 1!, M50.03.
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y movement, although, for the smaller plate spacing, there is
more y movement for particles 1 and 7. Particles 3 and 6,
strongly influenced by viscous effects, move less than a quar-
ter of the distance of the other particles for both test cases.

The largest differences are found in the movements of
particles 2 and 8. Whendkm /y051.6, the particle traces
show that particles 2 and 8 return to within less than 0.03y0

and 0.02y0 , respectively of their starting positions. However,
whendkm /y050.3, the difference between the initial and the
final positions is 0.05y0 , and it is noted thaty0 is approxi-
mately five times that whendkm /y051.6. Tests using two
different time steps indicated that the difference between the
starting and finishing points for particles 2 and 8 when
dkm /y050.3 is too great to be due to numerical errors in the
tracking calculations.

This indicates that over a number of cycles, particles are
moving away from the plate at these locations which must be
compensated for by other particles replacing them from else-
where in the domain. This is indicative of a larger scale,
lower-frequency vortical motion just outside the plate edges.

This is similar to phenomena observed by Ozawaet al.
~1999!. Ozawaet al.visualized acoustic streaming in resona-
tors with or without plates, at a drive ratio of 0.2%. Without
plates, there are well-known large-scale vortices between the
pressure node and antinode due to acoustic streaming. When
Ozawa introduced a single plate or a multiple layer of plates
spaced much wider apart than the thermal penetration depth,
he observed a large vortex at either edge of the plates for
both cases.

Ozawa’s plate lengths were approximately 1/10th of the
wavelength, which is of a similar order to the current ‘‘long’’
plates. It must be noted that the current work does not in-
clude the wall effect of the resonator in the simulation do-
main, yet the current simulation still indicated the possibility
of vortical motion~of a scale set by the plate spacing! just
outside both edges of the plate for smaller spacings.

In Fig. 9, the volume-averaged entropy generation rates
versus plate spacing~runs 1 to 6! are shown, along with the
analytically calculated entropy generation rates at the plate
surface.~The vertical line in the figure indicates the magni-
tude of the thermal penetration depth.! To calculate the
volume-averaged entropy generation, Eq.~14! was evaluated

at each cell, multiplied by the cell volume, and summed over
the whole domain. The sum was then divided by the domain
volume. The analytical curve is generated from Eq.~15!,
which represents the energy dissipation at the plate surface,
divided by the mean temperature and the domain volume.

In order to investigate what physical mechanisms con-
tribute to entropy generation, terms in Eq.~14! are grouped
and labeled as follows:

~i! Term 1: (K/T2)(]T/]y)2, entropy generation due to
the dominant gradient in temperature.

~ii ! Term 2: (m/T)(]u/]y)2, entropy generation due to
the dominant viscous effects.

~iii ! Term 3: The remainder of the terms in Eq.~14!.

These terms are plotted in Figs. 9 and 10.
The analytically calculated entropy generation rates

agree with the numerical results at larger plate spacings, but
not for smaller spacings. This is reasonable because the ana-
lytical expression was derived based on the assumption that
y0@dkm . Note that the entropy generation is much higher
than that predicted analytically for the smaller plate spacings.
For all test cases, the difference between the entropy genera-
tion calculated over the whole domain and that in the plate

FIG. 8. Particle paths for nine particles whendkm /y051.6 ~run 5!. L
522u1 /v. FIG. 9. Entropy generation rates for different plate spacings.~run 1; y0

.0.81 cm, run 2;y0.0.41 cm, run 3;y0.0.24 cm, run 4;y0.0.20 cm,
run 5; y0.0.15 cm, run 6;y0.0.13 cm!.

FIG. 10. Entropy generation for different drive ratios.dkm /y050.3. ~run 7;
drive ratio.1.7%, run 8; 3.4%, run 1; 5.1%, run 9; 6.8%, run 10; 8.5%!.
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section was less than 1%. Thus, as would be expected, it is
only in the vicinity of the plate that significant entropy gen-
eration occurs.

Figure 9 also shows that the dominant parameters lead-
ing to entropy generation arey gradients of temperature and
y gradients in thex component of velocity~terms 1 and 2!,
respectively. The entropy generated due to temperature gra-
dients in they direction increases as the plate spacing in-
creases. Note that this term decreases asy0 increases beyond
0.24 cm. Although the total entropy generation in the simu-
lation domain continues to increase asy0 increase, term 1
~which is a per-unit volume term! does decrease. This indi-
cates that the rate of increase in term 1 drops when the plate
spacing is larger than twice the thermal penetration depth.
This can be explained by the fact that the temperature gradi-
ent is large only within the thermal boundary layer. Term 2,
the entropy generation due to dominant viscous effects, in-
creases quadratically as the plate spacing is reduced.

As the plate spacing is reduced, the amount of heat
pumped from one end of the plate to the other decreases~see
Fig. 4!. However, also as the plate spacing reduces, energy
dissipation near the plate increases~see Fig. 9! and the high-
est rates of energy dissipation occur at the ends of the plates.
The phenomenon of heat entering the plate at both ends for
small plate spacings is attributed to a balance between these
two effects.

The entropy generation over the whole simulation do-
main versus the drive ratio~or Mach number! is shown in
Fig. 10 using the simulation results of runs 1 and 7 to 10
wheny053dkm . The figure also shows terms 1 to 3 of Eq.
~14!. The quadratic dependence was expected from the fact
that the dominant terms in Eq.~14! vary with the square of
temperature and velocity. The analytically calculated energy
dissipation at the plate surface and the numerically calcu-
lated entropy generation over the whole domain agree at all
drive ratios to within approximately 10%. This shows that
most dissipation occurs at the plate surface for this plate
spacing and for all drive ratios tested. Again, terms 1 and 2

are dominant and the magnitudes of each increase as the
drive ratio increases.

VIII. ‘‘SHORT PLATE’’ SIMULATIONS

The time-averaged heat flux at the plate surface,ėy , is
plotted in Fig. 11 for plate lengths of 2u1 /v andu1 /v when
y053.3dkm . The corresponding energy flux vectors are
shown in Figs. 12 and 13. The long plate~run 7! result is also
shown in Fig. 11 but only results at the outer end of the plate
are shown. The results show that the heat transfer is in op-
posite directions at the inner and outer plate edges. This in-
dicates that heat is pumped from the outer to the inner edge
of the plate. This is in qualitative agreement with results of
Worlikar and Knio~1999!. The shapes of the curves in Fig.
11 are very similar to those for the long plates, except that
for the short plates there is no flat region~whereėy is near
zero!.

Figure 11 shows that the distance from the plate edge
where significant heat transfer occurs is approximately the
particle displacement distance. For the operating conditions
tested, this suggests that when the plate is more than four
times longer than the particle displacement distance, the net
amount of heat transfer from one end of the plate to the other
is equal if the plate spacings are the same.

FIG. 11. Time-averaged energy flux density~y component! at the outer edge
of the plate for three different plate lengths~run 14; L5u1 /v, run 11;L
52u1 /v, and run 7;L522u1 /v!. y053.3dkm , 2u1 /v52.3 cm. The outer
edges of all plates are atx.126.2 cm. The inner edges of the plates are at
x.124.2, 125.2, and 101.2 cm, respectively.

FIG. 12. Time-averaged energy vectors for run 11.

FIG. 13. Time-averaged energy vectors for run 14.
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The particle traces for run 11 are shown in Fig. 14. The
results for run 14 were almost identical to those for run 11.
The particle displacements are the same as the plate length in
Fig. 14. These are in good agreement with the preliminary
estimates of particle displacement distance which were cal-
culated for ideal standing waves at the same location. The
figures also show that particles 2, 5, and 8~those at a quarter
of the interplate spacing! have a largey movement resulting
in looped paths. The maximum difference between the initial
and the final locations are approximately 2% of they-domain
length and, given the accuracy of the particle traces, the fact
that particles 2, 5, and 8 of Fig. 14 do not return to their
original positions is again an indication of a possible vortical
motion outside the plate edge.

The time-averaged heat flux to the plates, presented in
Fig. 15 wheny053dkm , shows that a heat-pumping effect
exists at the plate surface even though the plate spacing is
equal to the thermal penetration depth. However, when the
plate spacing is further reduced toy05dkm/3, the energy
dissipation is dominant and the heat-pumping effects are no
longer seen. The energy vector pattern fory05dkm/2 is simi-
lar to that fory053dkm . However, the pattern changes sig-
nificantly at smaller plate spacings. The energy vectors when

y05dkm/3 for L5u1 /v and L52u1 /v are presented in
Figs. 16~a! and ~b!.

The particle traces for the cases wheny05dkm/2 are
almost identical to those in Fig. 14, but the characteristic
shapes of the particle traces change wheny05dkm/3, as
shown in Fig. 17. Traces for particles 2, 5, and 8 havey
displacements but there are no loops in their tracks.

IX. CONCLUSION

The simulation results show that a heat-pumping effect
can be seen, not only on the long plates but also on the
shortest plates tested, when plate spacings are greater than
the thermal penetration depth. As the plate spacing ap-
proaches the thermal penetration depth, energy dissipation
near the plate increases quadratically and no heat-pumping
effect is observed. The energy dissipation increases quadrati-
cally with Mach number.

The time-averaged heat transfer to and from the plates is
concentrated at the edges of the plates for all test cases. At
constant Mach number, the width of the region where there is
substantial heat transfer decreases as the plate spacing is re-
duced.

Particle traces for the test case with the largest plate
spacing and a long plate show evidence of vortical motion
outside both edges of the plate. The short plate simulations
also indicate this vortical motion outside the plates. In addi-
tion, particle traces indicate that the gas between the plate
surface and the symmetrical boundary prescribes a path with

FIG. 14. Particle paths for nine particles for run 11 whereL52u1 /v.

FIG. 15. Time-averaged energy flux density in they direction at the surface
of the short plates whendkm /y052 ~run 15; L5u1 /v, run 12; L
52u1 /v! and dkm /y053 ~run 16; L5u1 /v, run 13; L52u1 /v!. The
outer edges of all plates are atx.126.2 cm. The inner edges of the plates
are atx.125.2 and 124.2 cm, respectively.

FIG. 16. Time-averaged energy vectors whendkm /y053 for ~a! run 16
whereL5u1 /v; ~b! run 13 whereL52u1 /v.

FIG. 17. Particle paths for nine particles for run 13 whereL52u1 /v,
dkm /y053.
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a loop in it. However, to confirm the presence of vortical
motion outside the plates~especially for the short plate!,
more particles should be traced, and visualization experi-
ments are required. As the plate spacing is reduced, evidence
for vortical motion diminishes.

A number of suggestions for the design of regenerators
and heat exchangers can be drawn from these simulation
results. The results show that, in terms of the total amount of
heat pumped, it is not necessary to have plates longer than
four times the particle displacement distance. Any extra sur-
face area contributes to energy dissipation. However, when a
certain temperature difference is required along the plate, as
is the case of the regenerator plate, short plates will result in
large temperature gradients along the plate, in which case
there will be heat conduction losses along the plate.

For the design of heat exchangers, plate spacings of the
order of the thermal penetration depth may not be appropri-
ate, since the energy dissipation increases with the inverse
square of the plate spacing. Therefore, plate spacing should
be determined carefully using second law analysis to mini-
mize the entropy generation~Ishikawa and Hobson, 1996!.
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A model and experimental study of fiber orientation effects
on shear wave propagation through composite laminates
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The strong elastic anisotropy of the discrete unidirectional plies in a composite laminate interacts
sensitively with the polarization direction of a shear ultrasonic wave propagating in the thickness
direction. The transmitted shear wave can therefore be used to detect errors in the ply orientation
and stacking sequence of a laminate. The sensitivity is particularly high when the polarization
directions of the shear wave transmitter and receiver are orthogonal to each other. To understand the
interaction between normal-incident shear waves and ply orientations in a laminate, a complete
analytical model was developed using local and global transfer matrices. The model predicted the
transmitted signal amplitude as a function of polarization angle of the transmitter and time~or
frequency! for a given laminate and input signal. To alleviate the experimental problems associated
with shear wave coupling, electromagnetic acoustic transducers~EMATs! and metal delay lines
were used in the angular scan of the transmitted signal. The EMAT system had the added advantage
of being applicable to uncured composite laminates. Experiments were performed on both cured and
uncured laminates with common layups for model verification. The sensitivity of the measured shear
wave signals to fiber misorientation and stacking sequence errors was also demonstrated. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1430685#

PACS numbers: 43.35.Zc@SGK#

I. INTRODUCTION

Composite laminates with continuous fiber reinforce-
ment are multilayered structures in which each ply contains
numerous fibers oriented along the same direction. Such
laminates are fabricated by stacking a number of plies of the
starting material, usually in the form of preimpregnated tapes
known as pre-pregs, in a specified orientation and sequence
called for in the design of the laminate. The stack of uncured
pre-pregs is then cured in an autoclave under pressure and at
elevated temperatures according to some prescribed cure
cycles to produce a composite component. Based on the load
requirements, there are a variety of layups for composite
laminates. Carbon fiber reinforced composites~e.g., graphite/
epoxy! are widely used in aerospace applications due to their
desirable strength-to-weight and stiffness-to-weight ratios
and the flexibility for achieving the required elastic anisot-
ropy. When the pre-pregs are used to lay up a composite
structure, it is imperative that no errors are present in the
fiber orientation and stacking sequence of the laminate. In a
traditional hand layup, however, layup errors sometimes oc-
cur due to inadvertent mistakes. Even in an automated layup,
such errors can be introduced to the laminate because the
machine is incorrectly programmed. Methods for ensuring
correct layup and stacking sequence are therefore needed.

Various means1–12 have been employed for checking the
layup of a laminate. Destructive inspection includes optical
microscopic examination of cut and polished cross sections
from a waste edge. Ultrasonic approaches1–4,6–12were inves-
tigated. In the immersion test of a laminate plate, a normal

incidence longitudinal wave has no sensitivity to the fiber
orientation of the plies; oblique incidence backscattering
methods1,13,14 were therefore used. Bar-Cohenet al.1 in-
vented the polar backscattering method. The backscattered
signal amplitude as a function of the plate’s orientation angle
usually showed a series of peaks that are often correlated
with fiber orientation in the plate. A peak occurred when the
ultrasonic beam was perpendicular to a group of fibers. How-
ever, the angular pattern can be complicated and distorted for
laminates of complex ply layups. Another ultrasonic method
that showed sensitivity toward fiber orientation was the
‘‘acousto-ultrasonic’’ method,2–4 where two longitudinal
mode contact transducers were coupled to the same surface
of the plate; the receiving transducer was rotated around the
transmitting transducer and the signal amplitude was re-
corded as a function of angle. A peak occurred when the path
between the transducers was aligned with a group of fibers in
the laminate. Lamb waves were also used on composite
laminates, but usually for determining the elastic properties
of the laminate15 and not for detecting fiber misorientation or
stacking sequence errors. Finally, microwaves5 have also
been used to study the fiber orientation in graphite/epoxy and
glass/epoxy composites. The angular dependence of the re-
flected or transmitted microwave signal amplitude was used
to detect layup errors.

In an elastically anisotropic composite laminate, the
propagation of oblique incidence ultrasonic waves is quite
complex. There are generally three bulk wave modes and the
phase velocity is generally different from the group velocity;
the wave propagation is governed by the slowness surface of
the laminate. For linearly polarized normal incidence shear
waves, there are only two ‘‘pure’’ shear wave modes in each
ply: polarized parallel and perpendicular to the fiber direc-
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tion, respectively. The orientation of the fibers in each ply
strongly affects the propagation of the shear waves through
the thickness of a laminate; as a result, the transmitted shear
wave signal carries with it the information about the fiber
orientation and stacking sequence of the ply layup. Hsu and
Margetan6 showed that ultrasonic shear wave velocity could
be used to determine the ratio of the 0° and 90° plies in a
cross-ply laminate. Komskyet al.7,8 used a pair of 5 MHz
contact shear wave transducers to make transmission mea-
surements for layup characterization in thick laminates. A
neural network was used to help determine the ply
orientation.8 Fischer and Hsu9 were the first to take advan-
tage of the high sensitivity of the ‘‘crossed polarization’’ to-
ward the changes in fiber orientation and stacking sequence.
In this configuration the polarization directions of the trans-
mitting and receiving shear wave transducers were perpen-
dicular to each other. They found that the angular pattern of
the transmitted shear wave amplitude in the crossed geom-
etry was very sensitive to errors in ply layup and stacking
sequence. They also developed a ply-to-ply vector decompo-
sition model9,10 based on the displacement continuity at each
ply interface to interpret the transmission results. The model
was found to provide useful qualitative guide in data inter-
pretation and prediction. Experimentally these researchers
conducted angular scans using contact-mode shear wave
transducers coupled to the opposite faces of the composite
laminate with shear wave couplant. It was found that, even
with great care, it was difficult to maintain a constant and
reproducible coupling condition with repeated rotation of the
transducers in an angular scan. To alleviate the coupling
problem, Hsuet al.11,12 employed electromagnetic acoustic
transducers~EMATs! to generate and receive normal inci-
dence shear waves. In the EMAT setup, the composite lami-
nate was sandwiched between two aluminum delay blocks
and the EMAT transducers were placed on the outer surfaces
of the aluminum blocks where the transducers can rotate
freely in a noncontact manner. For uncured composite lami-
nates, the coupling was provided by pressing the blocks
against the laminate, without the use of the couplant. For
cured laminates, shear wave couplant was still used between
the specimen and blocks, but the coupling condition was
much easier to maintain constant because the bonds between

the specimen and blocks were not disturbed by the rotation
of the EMAT transducers.

It is evident that the interaction of shear wave polariza-
tion with the fiber orientation in a composite laminate can be
exploited as a sensitive probe for characterizing the ply
layup, particularly for the detection of certain errors in ply
orientation and stacking sequence. However, it is also clear
that an analytical model would greatly aid the understanding
and facilitate the interpretation and prediction of experimen-
tal results for the great variety of laminate designs. In this
work, a complete analytical model was developed for the
propagation of EMAT-generated shear waves through a com-
posite laminate of arbitrary layup. The model was based on
the continuity of the shear wave velocity and stress fields at
the ply interfaces and treated both the transmitted and re-
flected wave components in each ply. Local and global trans-
fer matrices16,17 were used in the model, leading to compact
and tractable analytical expressions for the output signal of
the receiving EMAT. The model permitted the prediction of
the received signal for any laminate layup and orientation of
the transmitting and receiving EMATs. With an experimen-
tally measured shear wave wave-form as a reference signal,
the model was used to predict the angular patterns of the
received signal amplitude as a function of the transducer ori-
entation and time~or frequency!. Using a motorized data
acquisition system, angular scans were performed on both
cured and uncured laminates. The experimental results for a
number of layups were compared with model predictions. In
both the model and experimental studies, errors in ply orien-
tation and stacking sequence were intentionally introduced
and the detection sensitivity for such errors was evaluated.

II. MODEL DEVELOPMENT

A. Measurement configuration and model
assumptions

The measurement configuration is shown in Fig. 1~a!.
The composite laminate sample, either cured or uncured, is
sandwiched between two metal~for example, aluminum!
blocks. The metal blocks serve as the conducting media for
the generation and detection of shear waves by EMATs and
as acoustic delay lines. For a cured laminate sample, a shear

FIG. 1. Model idealization:~a! mea-
surement configuration;~b! model.
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wave couplant can be used between the sample and the metal
blocks. For an uncured laminate, which is a layup of tacky
pre-pregs, shear wave coupling between the sample and
metal blocks can be achieved simply by exerting a pressure
on the laminate, owing to the tack of the pre-pregs at room
temperature. The transmitter and receiver can be rotated
freely and independently in an angular transmission mea-
surement. Because of the noncontact generation and detec-
tion of the shear waves by EMATs at the surface of the metal
blocks, the angular measurement can be done in a highly
reproducible manner.

An idealized layered model, shown in Fig. 1~b!, was
established to model the shear wave transmission measure-
ment shown in Fig. 1~a!. The EMAT transmitter and receiver
were modeled as linearly polarized plane shear wave genera-
tor and receiver, respectively. The metal blocks were mod-
eled as two isotropic half spaces, as far as the transmitting
and receiving EMATs are concerned, and the composite
specimen was modeled as a material structure that contained
multiple plies, each of which is a homogeneous, transversely
isotropic, lossless layer with the plane of isotropy normal to
the fiber direction. All the boundaries, including the ply-to-
ply interfaces in the laminate and the metal–laminate inter-
faces, were assumed to be rigid so that the continuity condi-
tions of velocity~or displacement! and stress can be applied.

B. Shear wave generation and detection by EMATs

The normal-incidence shear wave EMAT used in this
work has a simple internal structure. As shown in Fig. 2, it
consists of a flat spiral coil and a pair of permanent magnets.
When this type of EMAT is placed near a conducting surface
and driven by a pulsed electric current, eddy currents will be
induced in the surface layer of the conducting material, and
experience a Lorentz force owing to the presence of the static
magnetic field. Due to charge neutrality requirement, this
force can be simply assumed to be applied directly to the
conducting material and serve as the body force source that
excites shear waves, which then propagate away normal to
the surface. The reception process is the reverse of the gen-
eration process. When the shear wave propagates and
reaches the conducting surface, it moves the conducting ma-
terial in the static magnetic field. Currents are generated near
the surface and inductively coupled to the coil, producing a

received voltage proportional to the amplitude of the ultra-
sonic shear wave. A good review of the principle and appli-
cations of EMATs can be found in Ref. 18.

In a rigorous analysis of the generation and reception
process of EMAT, one needs to consider the magnetic field
distribution, the eddy current pattern, the finite transducer
size effect, and the conducting surface condition. However,
when the separation distance between the transmitting and
receiving EMATs is not too small, as is the case in this work,
the generated shear wave can be simply assumed to be pro-
portional to the drive current, and can be idealized as a lin-
early polarized plane wave. For the receiver side, the output
signal can be simply assumed to be proportional to the dis-
placement amplitude along the polarization direction of the
receiving EMAT. We will present some experimental results
in the latter part of this paper to show that the linear polar-
ization assumption of the EMATs is a good approximation in
this work.

As shown in Fig. 1~a!, when the EMAT transmitter is
driven by an electric pulse, a normal-incident shear wave is
generated in metal medium 1. This shear wave is then de-
composed into two components, respectively, along axes 1
and 2. Under the linear polarization assumption, the two dis-
placement components of the generated incident shear wave
are expressed in the frequency domain as

F I 1

I 2
G

M1

1

5VibT~v!FcosfT

sinfT
G , ~1!

where I 1 and I 2 are the displacement components of the
incident shear wave,Vi is the frequency component of the
source voltage,v is the angular frequency,bT(v) is the
efficiency factor for the transmitter, andfT is the polariza-
tion direction of the transmitter with respect to axis 1. The
subscripts of the variable or the matrix denote the medium in
which the variable or the matrix is defined. In Eq.~1!, for
example,M1 denotes metal block 1. The superscripts, ‘‘1’’
or ‘‘ 2,’’ denote, respectively, the lower surface or the upper
surface of the medium in which the variable or the matrix is
defined. The same convention is followed in the rest of the
model calculation.

Under the assumption of linear polarization, the recep-
tion is simply a projection process. The frequency compo-
nent of the output voltage of the EMAT receiver,Vo , is
therefore given by

Vo5bR~v!@T1 T2#FcosfR

sinfR
G , ~2!

where T1 and T2 are the displacement components of the
transmitted shear wave,bR(v) is the efficiency factor for the
receiving EMAT, andfR is the polarization direction of the
receiver.

C. Partial wave solutions in one ply

The wave field in each ply of the laminate can always be
expressed as a summation of fundamental planar harmonic
bulk-wave solutions. To obtain the fundamental solutions for
the normal incidence elastic waves, one can solve the Christ-

FIG. 2. Generation of normal-incident shear waves by the EMAT.

842 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 D. Fei and D. K. Hsu: Shear wave propagation in composite laminates



offel equations in orthotropic media16 with the wave vector
specified alongx3 . This leads to three pure-mode solutions:

c15AC44

r
, û15@1,0,0#; c25AC55

r
,

~3!

û25@0,1,0#; c35AC33

r
, û35@0,0,1#,

whereci and ûi ( i 51,2,3) are phase velocities and the cor-
responding unit displacement polarization vectors, respec-
tively; C33, C44, andC55 are the components of the stiffness
matrix of the ply material; andr is the mass density of the
ply material. The first two solutions are the shear wave so-
lutions and the third is the longitudinal wave solution that
will not be considered further. In a unidirectional ply, the
shear wave polarized along the fibers~direction 1! propa-
gates faster than the one normal to the fibers~direction 2!.
For a typical unidirectional graphite/epoxy ply, for example,
the ratio of the slow shear wave velocity to the fast shear
wave velocity is about 3:4.

D. Transfer matrices

The transfer matrix approach,16,17 a well-known method
for modeling acoustic waves propagating through layered
structures, has been used here to solve the transmitted shear
wave field through the composite laminate. To apply this
approach, we first expressed the shear wave field in each ply
as a summation of four partial wave fields: two fast shear
waves polarized along the fibers and propagating in the posi-
tive and negative thickness direction, and two slow shear
waves polarized normal to the fibers and propagating in the
positive and negative thickness direction. We then consid-
ered the velocity and stress fields of the shear waves and
calculated the associated local and global transfer matrices.
Finally, equations were established based on the velocity and
stress continuity conditions at each interface, and were used
to solve the transmitted shear wave fields. A brief description
of the transfer matrices is given in the following; a more
detailed derivation can be found in Appendix A.

For convenience, let vectorP denote the velocity and
stress components associated with the normal incidence
shear wave field.P is defined as

P5@v1 v2 s13 s23#
T, ~4!

wherev1 ands13 are, respectively, the velocity and stress of
the fast shear wave field,v2 and s23 are, respectively, the
velocity and stress of the slow shear wave field, andT de-
notes ‘‘transpose.’’ Velocity, instead of displacement, is used
so that the final equations can be expressed in terms of
acoustic impedances, which is more compact and physically
meaningful.

The velocity–stress vectors at the top and the bottom
interfaces of thej th ply in the laminate are related by a local
transfer matrixBj , as follows:

Pj
25Bj Pj

1 . ~5!

Local transfer matrixBj is a 434 matrix whose components
are given by Eq.~A5!.

Applying the velocity and stress continuity conditions at
each interface in the composite laminate, one can relate the
velocity–stress vectors at the top and bottom interfaces of
the laminate through a global transfer matrixB, as follows:

PS
25BPS

1 , ~6!

where B5B1B2¯Bn21Bn is the product of all the local
transfer matrices in then-ply laminate.

E. Transfer functions

In metal medium 1, the velocity–stress vector at inter-
face 1 is given by

PM1

1 5~2 iv!F 1 0 1 0

0 1 0 1

2Z 0 Z 0

0 2Z 0 Z

G
M1

F I 1

I 2

R1

R2

G
M1

, ~7!

whereZ, which is equal torMcs ~rM is the mass density of
metal andcs is the shear wave velocity in metal!, is the
acoustic impedance of the shear wave in metal, andR1 and
R2 are the displacement components of the reflected shear
wave in thex1 andx2 directions, respectively.

In metal medium 2, there are only two transmitted par-
tial waves. The velocity–stress vector at the top interface is
given by

PM2

2 5~2 iv!F 1 0

0 1

2Z 0

0 2Z

G
M2

FT1

T2
G

M2

. ~8!

The bonding conditions at the metal–sample interfaces
are assumed to be rigid so that the velocity–stress continuity
conditions, i.e.,PM1

1 5PS
2 and PS

15PM2

2 , can be applied.

Combining Eqs.~6!–~8!, we obtain the following equations
for the unknown reflected and transmitted components in the
metal media:

F 1 0 D11 D12

0 1 D21 D22

Z 0 D31 D32

0 Z D41 D42

GF R1

R2

T1

T2

G5F 21 0

0 21

Z 0

0 Z

G F I 1

I 2
G , ~9!

where matrixD is given by Eq.~B3!. Solving Eq.~9!, one
gets the transmitted componentsT1 andT2 in the form of

FT1

T2
G5FF11 F12

F21 F22
G F I 1

I 2
G , ~10!

whereFi j ’s ( i , j 51,2) are the transfer functions that relate an
arbitrary incident input with the transmission output. These
transfer functions@given by Eq.~B1!# are functions of fre-
quency, material properties, and ply layup, and are indepen-
dent of the orientations of the transmitter and receiver. Note
that Eq.~9! can also be used to solve the reflected fieldsR1

and R2 , which also carry ply layup information and can
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therefore be utilized for layup characterization.
A special case where the laminate is ann-ply unidirec-

tional composite laminate is discussed in Appendix C, giving
a consistent result with that of classic theories.

F. Output voltage

Combining Eqs.~1!, ~2!, and~10!, one has the following
expression for the output voltage of the receiving EMAT:

Vo5VibT~v!bR~v!@cosfR sinfR#FF11 F12

F21 F22
G FcosfT

sinfT
G .

~11!

In Eq. ~11!, Vi , bT(v), and bR(v) are difficult to model
individually, but the product of these three terms can be de-
termined from the spectrum of a reference signal. The refer-
ence signal can be obtained with the EMAT transmitter and
receiver aligned to each other and with the two metal blocks
coupled directly by a shear couplant. Note here that the ef-
fect of the coupling layer is ignored because the coupling
layer is thin compared to wavelength.

Equation ~11! shows the essence of the shear wave
transmission measurement. The laminate layup information
is contained in the four transfer functions; therefore, there is
no simple relationship between the transmission output and
the ply layup. In addition, the transfer functions contain all
the information that can possibly be extracted from the trans-
mission measurement. These transfer functions can be deter-
mined in principle by four measurements:~1! fT5fR

50°; ~2! fT50°, fR590°; ~3! fT590°, fR50°; and~4!
fT5fR590°, respectively. If one makes these four ‘‘pri-
mary’’ measurements and obtains the four ‘‘primary’’ time-
domain transmission signals,V11(t), V12(t), V21(t), and
V22(t), respectively, one can predict the transmission output
for arbitrary orientations of the transmitter and receiver ac-
cording to

Vo~ t !5@cosfR sinfR#FV11~ t ! V12~ t !

V21~ t ! V22~ t !
G FcosfT

sinfT
G .
~12!

III. NUMERICAL CALCULATION AND DISCUSSIONS

In this section, we used the above-mentioned model to
investigate the interaction between the fiber orientation and
normal incidence shear waves and their potential for layup
characterization in composite laminates. Owing to the impor-
tance of transfer functions, the model was first used to study
the transfer functions of several typical types of laminates
with common layups. The model was then used to predict the
transmission output as a function of the orientation angle of
the transmitter and receiver for a single or multiple frequen-
cies, with the purpose of seeking the appropriate quantity for
indicating layup errors. In all the numerical calculation, the
metal material was aluminum with a density of 2.70
3103 kg/m3 and a shear wave velocity of 3.133103 m/s.
The ply material was graphite/epoxy with a density of 1.60
3103 kg/m3, a ply thickness of 1.3031024 m, a fast shear
wave velocity of 1.893103 m/s, and a slow shear wave ve-
locity of 1.403103 m/s.

A. Transfer functions

The transfer functions are determined for a given com-
posite laminate and metal block material; they are indepen-
dent of transducers and measurement system settings. Figure
3 shows the magnitude of the transfer functions for four
types of composite laminates. In Fig. 3~a!, the laminate is an
8-ply unidirectional graphite/epoxy laminate with fibers in
the x1 direction. It can be seen thatF11 and F22 exhibit a
simple resonance behavior, owing to the fact that an 8-ply
unidirectional laminate is equivalent to a thick single layer in
the idealized model. The resonance frequencies forF11 and

FIG. 3. Examples of transfer functions
for graphite/epoxy laminates:~a!
unidirectional, @0#8 ; ~b! cross-ply,
@0/90#2S ; ~c! quasi-isotropic, @0/45/
90/245#S ; ~d! general, @0/45/90/
245#S with plies 1 and 2 inter-
changed.
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F22 are different due to the velocity difference of the fast and
slow shear waves. BothF12 andF21 are zero because there is
no coupling between the shear waves polarized along and
normal to the fibers as they propagate through a unidirec-
tional laminate.

For the transfer functions shown in Fig. 3~b! the lami-
nate is a cross-ply graphite/epoxy laminate with a layup of
@0/90#2S ~S indicates that the layup is symmetric with respect
to the midplane of the laminate!. Comparing with Fig. 3~a!,
we see that transfer functionsF11 andF22 are more compli-
cated due to the additional resonance caused by the conver-
sions between the fast and slow shear waves in the laminate,
in eitherx1 or x2 directions. Transfer functionsF12 andF21

remain zero, again because there is no coupling between the
shear waves in directionsx1 andx2 . In fact, the above state-
ment for F12 and F21 is valid for any cross-ply laminates
~including the unidirectional laminate case!, as long as the 0°
of the laminate is aligned to eitherx1 or x2 directions.

Figure 3~c! shows the transfer functions of a quasi-
isotropic graphite/epoxy laminate with a layup of@0/45/90/
245#S . A significant difference from the previous unidirec-
tional and cross-ply cases is that transfer functionsF12 and
F21 are no longer zero. This is because the input shear wave
components inx1 or x2 directions have been coupled to the
respective outputs inx2 or x1 directions, through the645°
plies in the laminate. Cross-ply and quasi-isotropic laminates
can therefore be distinguished from each other by measuring
F12 or F21.

In all the three cases mentioned previously,F12 andF21

are either zero or the same. They are, however, not necessar-
ily equal for a general laminate layup. Figure 3~d! gives one
example. The layup of the laminate is@0/45/90/245#S with
plies 1 and 2 interchanged. One can see thatF12 andF21 are
no longer equal due to the break of ply layup symmetry. A
comparison ofF12 and F21 can therefore be used to reveal
errors in stacking sequence. Here one can also see that the
transfer functions of a composite laminate with a general
layup are complicated, due to the mode conversions between
the fast and slow shear waves and the resonance associated
with different thickness of groups of plies or the whole lami-
nate.

B. Angular patterns at different frequencies

When a normal-incidence shear wave propagates
through a composite laminate, it interacts strongly with the
fiber orientations in different plies. The transmitted shear
wave can therefore be used in the detection of the errors in
ply layup. As one can see from Eq.~11!, the transmission
output for a given composite laminate depends on the trans-
ducer orientation and frequency. There are therefore a num-
ber of possible ways to measure the transmitted signal and
use it to indicate laminate layup errors. One convenient way
is to perform an angular scan. Using the transmission setup
shown in Fig. 1, one can perform an angular scan with the
transmitting and receiving EMATs either ‘‘aligned’’ or
‘‘crossed.’’ Here, ‘‘aligned’’ means that the two transducers
are oriented with their polarization directions parallel to each
other, and ‘‘crossed’’ means perpendicular to each other. In
either case, the two transducers are rotated synchronously in

the same rotation direction over a full circle. The received
signal is measured at every angular position, yielding an an-
gular pattern after a scan. Previous study9–11 showed that the
changes in layup orientation and stacking sequence could
sometimes drastically alter the angular pattern of the peak–
peak amplitude of the transmitted signal.

With the developed analytical model, we simulated the
angular scan and calculated the angular pattern for different
frequencies. Using Eq.~11!, we calculated the normalized
output voltage,Vo /(VibR(v)bR(v)), so that the results
were independent of the measurement system. Figure 4
shows the calculated angular patterns at selected frequencies
of ~a! 1.0 MHz, ~b! 2.0 MHz, ~c! 3.0 MHz, and~d! 4.0 MHz,
for a 16-ply unidirectional graphite/epoxy laminate. It can be
seen that the shapes of the aligned patterns~solid lines! vary
greatly with frequency, from nearly elliptical to four equal
lobes. All the crossed patterns~gray lines!, however, have
four equal lobes. This is actually valid for all the cross-ply
laminates and can be easily proven using Eq.~11! with F12

5F2150 andfR5fT290°. It is also seen that the absolute
size~magnitude! of the aligned and crossed patterns and the
relative size between the aligned and crossed patterns are
very sensitive to frequency.

Another example is shown in Fig. 5. The laminate is a
quasi-isotropic graphite/epoxy laminate with a layup of
@0/45/90/245#2S . Compared with the angular patterns
shown in Fig. 4, the main difference here is the tilting of both
the aligned and crossed patterns. The tilting is caused by the
nonzero transfer functionsF12 andF21, or the coupling be-
tween the shear wave fields in thex1 and x2 directions
through the 45° plies in the laminate. The shape, absolute

FIG. 4. Angular patterns for a 16-ply unidirectional graphite/epoxy laminate
at different frequencies:~a! 1.0 MHz, ~b! 2.0 MHz, ~c! 3.0 MHz, and~d! 4.0
MHz.

845J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 D. Fei and D. K. Hsu: Shear wave propagation in composite laminates



size, and relative size of both aligned and crossed patterns
again change greatly with frequency.

C. Angle–frequency patterns

Because the angular pattern at a single frequency is very
sensitive to frequency itself, as has been demonstrated pre-
viously, a more robust approach to show the laminate layup
errors is to collect the angular patterns of the received signal
at different frequencies and display them in a grayscale or
color image. Such an image has frequency on the horizontal
axis and angle of the transmitting transducer angle on the
vertical axis; it was referred to as the ‘‘angle–frequency pat-
tern.’’ Experimentally, we can use pulse excitation and
record the transmitted shear wave signals in the time domain
at every scan step in an angular scan. The obtained scan data
can be displayed in grayscale or color image with time on the
horizontal axis and transducer angle on the vertical axis, or
the ‘‘angle–time pattern.’’ The angle–time and angle–
frequency patterns are equivalent; they can be transformed
from one to the other through a Fourier or inverse Fourier
transform. Some of the features associated with laminate
layup errors may be more prominent in the angle–frequency
pattern while others may be more easily detected in the
angle–time pattern.

The model has been used to calculate the angle–
frequency patterns and to study their sensitivity to ply layup
errors. The first example is given in Fig. 6. Before layup
errors are introduced, the layup of the laminate is@0/90#2S .
The aligned and crossed angle–frequency patterns are shown
in ~a-A! and~a-C!, respectively. If ply 2 is by mistake placed
at 0° instead of at 90°, the patterns become those shown in

~b-A! and ~b-C!. By comparison, one can easily see the
changes of the angle–frequency patterns caused by the
single-ply misorientation. The changes are especially evident
in the crossed pattern. When the ply misorientation takes
place at the fourth ply, the resultant aligned and crossed pat-
terns are shown in~c-A! and~c-C!, respectively. We see that
the angle–frequency patterns are also sensitive to the depth
of the misplaced ply. Finally, if the laminate is laid up as a
nonsymmetric laminate,@0/90#4 , both aligned and crossed
patterns change drastically, as shown in~d-A! and ~d-C!,
respectively. The aligned pattern shows the stopping band
between 2.5 and 3 MHz, which is caused by the periodic
nature of the laminate. The crossed pattern is identically zero
owing to the special properties of the layup. The layup takes
the form of@0m/90m#n ~wherem, nare positive integers!. For
this special type of layup,F115F22 andF125F2150, which
explains why the crossed output is zero. This example also
shows that the sensitivity of the angle–frequency patterns to
layup errors is not constant over the entire frequency range:
different layup errors cause changes in different frequency
ranges. This shows the advantage of the angle–frequency
pattern over the individual angular patterns for detecting
layup errors.

The second example is shown in Fig. 7. The laminate
has a quasi-isotropic layup of@0/45/90/245#2S . When the
laminate is free of layup errors, the aligned and crossed
angle–frequency patterns are shown in~a-A! and ~a-C!, re-
spectively. The patterns change into~b-A! and~b-C! if ply 8
is placed at145° by mistake, into~c-A! and~c-C! if plies 7
and 8 are interchanged, and into~d-A! and~d-C! if the lami-
nate is laid up as@0/45/90/245#4 . From all these patterns,
we again see that the crossed patterns are especially sensitive
to ply misorientation and stacking sequence errors and that
the sensitivity depends on frequency ranges for different
layup errors. Analytically, it is difficult to prove that the
aligned and crossed angle–frequency patterns are unique to a
particular type of laminate. However, the two examples
shown here and extensive model calculations performed for
a variety of laminates with different layup errors have pro-
vided convincing evidence about the usefulness of the
angle–frequency patterns~or equivalent angle–time pat-
terns! for indicating ply layup errors.

The reason that the crossed pattern appears more sensi-
tive to layup errors than the aligned pattern can be explained
using the model. SubstitutingfR5fT5f into Eq. ~11!, we
can obtain the following normalized output
(Vo /(VibR(v)bR(v)) for an aligned angular scanVA :

VA5 1
2~F111F12!1 1

4@~F112F22!2 i ~F121F21!#e
i2f

1 1
4@~F112F22!1 i ~F121F21!#e

2 i2f. ~13!

Similarly, substitutingfT5f and fR5f290° in Eq. ~11!
leads to the following expression for the normalized output
for a crossed scanVC :

VC5 1
2~F122F21!1 1

4@2 i ~F112F22!2~F121F21!#e
i2f

1 1
4@ i ~F112F22!2~F121F21!#e

2 i2f. ~14!

Equations~13! and ~14! show that both the aligned and
crossed patterns contain only nonzero dc and62f angular

FIG. 5. Angular patterns for a quasi-isotropic graphite/epoxy laminate with
a layup of @0/45/90/245#2S at different frequencies:~a! 1.0 MHz, ~b! 2.0
MHz, ~c! 3.0 MHz, and~d! 4.0 MHz.
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spectrum components. While the 2f components of the
aligned and crossed patterns have the same magnitude but a
reversed phase, their dc components are very different. For
shear wave measurements at one or several MHz, the wave-
length is usually large compared with the laminate thickness.
As a result, the values of transfer functionsF11 andF22 are
often close to unity, and transfer functionsF12 and F21 are
usually small. In the aligned patterns, the components that
are sensitive to layup errors,F12, F21, and F11–F22, are
superimposed on a strong dc background,1

2(F111F22). In
the crossed patterns, however, the dc background,1

2(F12

2F21), is much smaller, making the sensitive components
easily observed.

IV. EXPERIMENTAL PROCEDURE

A. Experimental system

Experiments were performed using a computer-
controlled motorized EMAT scanning system whose sche-
matic diagram is shown in Fig. 8. The composite sample is
sandwiched between two aluminum blocks. For cured com-
posite laminates, a shear couplant, such as honey, is used at
the composite–metal interfaces. In the case of uncured lami-
nates, no couplant is used and the shear wave can be coupled
effectively via the pressure applied on the sample. The
EMAT transmitter and receiver both have a 1.3 in.30.7 in.

flat spiral coil, a pair of 0.7 in.30.35 in.30.5 in. Nd–Fe–B
magnets, a central frequency of about 1.3 MHz, and a fre-
quency bandwidth of about 1.0 MHz. The EMAT transmitter
is driven by a burst pulser~Ritec, BP-9400!. The output sig-
nal of the EMAT receiver, after being amplified~;10 dB!, is
digitized by the data acquisition card in the PC. Averaging
~up to 256 times! is used to reduce the noise in the received
signal caused by the currents in the stepper motors. The step-
per motors are controlled by the computer through the motor
driver; they are used to rotate the two EMATs simultaneously
in an angular scan. The maximum angular resolution is 0.9°.
The angular scans are done in either aligned or crossed con-
figuration. A typical angular scan takes about 3 min. A more
detailed description of the experimental system can be found
in Ref. 4.

B. Calibration of the EMAT orientation

In the angular measurement, especially with crossed
EMATs, the transmitted signal is very sensitive to the orien-
tation of the EMATs. It is therefore necessary to calibrate the
polarization directions of the EMATs. The calibration proce-
dure consists of two steps in order:~1! to ensure that the
polarization directions of the transmitter and receiver are
normal to each other for crossed scans, and~2! to ensure that
the polarization of the transmitting EMAT is along the zero

FIG. 6. Angle–frequency patterns for
cross-ply graphite/epoxy laminates
with and without errors. Layup:
@0/90#2S . ~a-! without errors;~b-! ply
2 is placed at 0°;~c-! ply 4 is placed at
0°; ~d-! @0/90#4 . ~-A! aligned; ~-C!
crossed.
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degree direction of the system when it is at 0°. For the first
step, we used a thin isotropic rubber sheet as the sample.
With the transmitter held fixed, the receiver was rotated 360°
and the transmitted signals were acquired. The computer
searched for the minimum of peak–peak amplitude of the
acquired data. If initially the two transducers were parallel to
each other, the minima would occur at 90° and 270°. If not,

the angle of the receiver was automatically adjusted by a
proper amount to make it so. In the second step, a fiducial
mark was made on one of the aluminum blocks to serve as
the system zero. To align the transmitting EMAT with the
system zero, we used a unidirectional composite laminate as
the sample and placed it in between the aluminum blocks
with the fibers in the system zero direction. The transmitter
and receiver were then rotated simultaneously in a crossed
configuration. Because the transmitter and receiver were
crossed, the received signal reached a minimum when the
transmitter was along the fiber direction. Based on this cri-
terion, the transmitter and receiver were rotated simulta-
neously so that the EMAT transmitter was oriented in the
system zero direction after calibration.

C. Samples

The laminates used in this work were fabricated using
IM7-8551-7A graphite/epoxy pre-preg tapes, manufactured
by Hercules, Inc. The sample set contains both cured and
uncured laminates. Solid laminates were cured in a heated
press. To make the uncured laminates, the prepreg was first
warmed to room temperature and then cut and stacked by
hand according to the required layup. The testing of uncured
laminates was carried out right away while the laminate still
had adequate ‘‘tack.’’ The physical properties of the cured
and uncured unidirectional plies were measured using a 24-

FIG. 7. Angle–frequency patterns for
quasi-isotropic graphite/epoxy lami-
nates with and without errors. Layup:
@0/45/90/245#2S . ~a-! without errors;
~b-! ply 8 is placed at145°; ~c-! plies
7 and 8 are interchanged;~d-! placed
as @0/45/90/245#4 . ~-A! aligned;~-C!
crossed.

FIG. 8. A schematic diagram showing the azimuthal EMAT scanning
system.
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ply unidirectional laminate. The measured density, fast shear
velocity, slow shear velocity, and ply thickness of the cured
ply are the same as that used in the numerical calculation in
Sec. III. The uncured ply has a measured density of 1.47
3103 kg/m3, a fast shear wave velocity of 1.433103 m/s, a
slow shear wave velocity of 1.253103 m/s, and a thickness
of 1.4631024 m. Both cured and uncured sample sets con-
tain unidirectional, cross-ply and quasi-isotropic laminates,
with and without various types of layup errors.

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Model verification

In the derivation of the model in Sec. II, it was assumed
that the transmitting and receiving EMATs are linearly polar-
ized and that any effects associated with their finite aperture

size were ignored. In order to test experimentally the validity
of this assumption, we held the aluminum blocks together
with shear couplant~without any sample!, held the transmit-
ter fixed, and rotated the receiver to measure the amplitude
of the transmitted signal. Figure 9 shows the measured peak-
to-peak amplitude of the transmitted signal and its compari-
son with the model prediction based on the linear polariza-
tion assumption, which is simplyucosfRu. The excellent
agreement between the experimental and model results indi-
cates that the linear polarization assumption of the EMAT is
a good approximation.

The analytic model was tested for four different types of
laminates by comparing the experimentally measured and
model-predicted received signals in the time domain. To pre-

FIG. 9. Verification of linear polarization assumption of EMATs.

FIG. 10. Primary transmission wave forms for a 24-ply unidirectional
graphite/epoxy laminate. Black lines: experiment; gray lines: model.

FIG. 11. Angle–time patterns for a
24-ply unidirectional graphite/epoxy
laminate: ~a-! experimental patterns;
~b-! predicted patterns based on four
primary wave forms;~c-! model pre-
diction. ~-A! aligned;~-C! crossed.
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dict the time-domain signal using the model, a reference
transmission signal was first recorded with the EMAT trans-
mitter and receiver aligned to each other and the two alumi-
num blocks coupled directly together with shear couplant
and no sample. The frequency spectrum of the reference sig-
nal, which is essentiallyVibR(v)bR(v), was then used in
Eq. ~11! for a particular laminate sample. Finally, the calcu-
lated frequency spectrum of the output signal was trans-
formed into the time domain through an inverse fast Fourier
transform. The reference signal showed an effective fre-
quency bandwidth of about 1.0 MHz.

The first example is a 24-ply cured unidirectional
graphite/epoxy laminate. Figure 10 shows a comparison of
the experimental wave forms and the model predictions for
the four primary transmission signalsV11, V22, V12, and
V21. The experimental results and model predictions agree
well with each other. The direct arrival pulse and its three-
pass echo in the laminate can be clearly identified in bothV11

andV22. The experimentalV12 andV21 are not strictly zero;

this can be due to the receiver being not exactly normal to
the transmitter and the imperfect alignment of the 24 plies.
Figure 11 shows a comparison between experimental and
calculated angle–time patterns for this laminate. In Fig. 11,
~a-A! and~a-C! are experimental angle–time patterns for the
aligned and crossed configurations, respectively;~b-A! and
~b-C! are the synthetic patterns using the four experimental
primary transmission wave forms and Eq.~12!; and ~c-A!
and~c-C! are model predictions based on Eq.~11! using the
reference signal only. It is clear that the three sets of patterns
agree with each other very well.

The second example is a cured graphite/epoxy laminate
with a layup of@0/90#2S except that the fourth ply was in-
tentionally placed at 0°. The experimentally obtained pri-
mary transmission wave forms,V11, V22, V12, andV21, and
their model predictions are shown in Fig. 12. The agreement
is quite good. Compared to the results shown in Fig. 10, the
pulses here are not well separated because the laminate is
thinner. The comparison for the angle–time patterns is given
in Fig. 13, from which one can see again the good agreement
between the experimental results and model predictions. In
the experimental patterns shown in~a-A! and~a-C!, the sig-
nal decays more rapidly than that the model predicted. This
is mainly due to the material attenuation and beam spreading
effects.

The next example is a cured quasi-isotropic graphite/
epoxy laminate with a layup of@0/45/90/245#2S . The four
experimentally obtained primary transmission wave forms
and their respective model predictions are shown in Fig. 14.
The model predicted thatV12 andV21 are equal and nonzero.
The comparison for the angle–time patterns is shown in Fig.
15. Both Figs. 14 and 15 show that the model worked rea-
sonably well for a quasi-isotropic laminate.

The last example is an uncured 8-ply quasi-isotropic
graphite/epoxy laminate with a layup of@0/45/90/245#S .
The comparison for the four primary transmission wave
forms and the angle–time patterns is given in Figs. 16 and
17, respectively. For uncured laminates, the ‘‘tack’’ of the
pre-preg material and the less intimate ply–ply interface con-
tacts are expected to contribute to signal attenuation. There-
fore, the discrepancies between the experimental and calcu-

FIG. 12. Primary transmission wave forms for a cross-ply graphite/epoxy
laminate. Layup:@0/90#2S with the fourth ply at 0°. Black lines: experiment;
gray lines: model.

FIG. 13. Angle–time patterns for a
cross-ply graphite/epoxy laminate.
Layup: @0/90#2S with the fourth ply at
0°: ~a-! experiment;~b-! model. ~-A!
aligned;~-C! crossed.
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lated results shown in Figs. 16 and 17 were believed to come
mainly from the model assumptions that led to higher ampli-
tudes and more prominent multiple echoes. Other than the
difference in signal intensity, the model predicted the angle–
time patterns reasonably well.

The four examples mentioned previously, covering a va-
riety of laminate layup designs, an intentional layup error,
and both cured and uncured laminates, have amply demon-
strated the agreement between the experimental results and
model prediction. In addition to the cases shown here, other
layups have also been studied, with similar agreement be-
tween experiment and model. The comparison between the
experiment and model can also be conducted in the fre-
quency domain using angle–frequency patterns, but it would
be equivalent to the angle–time patterns. It is evident that the
model has correctly treated the major physical behavior gov-
erning the shear wave propagation in a laminated composite.
Further improvement of the model should include the effects
due to the material attenuation, the nonideal interface condi-
tions ~especially the coupling layer between the laminate and

metal!, the beam spreading and responses of the EMATs. For
uncured laminates, this could be challenging because the ply-
to-ply interface conditions, shear wave velocities, ply thick-
ness, and attenuation cannot be precisely characterized.

B. Detection of layup errors

The main motivation for using the transmission of lin-
early polarized, normal-incident shear waves in a composite
laminate was to exploit the effects of fiber direction on the
propagation of shear waves for detecting errors or anomalies
in the layup and stacking sequence of the laminate.10,12It has
been demonstrated by the model analysis in Sec. III that the
angle–frequency patterns of the transmitted shear wave, es-
pecially for crossed EMATs, are able to show distinct
changes when a number of layup errors occurred. In this
section we present examples of layup errors occurring in two
different laminates, one cross-ply and one quasi-isotropic,
and show the experimentally obtained angle–time patterns,

FIG. 14. Primary transmission wave forms for a quasi-isotropic graphite/
epoxy laminate. Layup:@0/45/90/245#2S . Black lines: experiment; gray
lines: model.

FIG. 15. Angle–time patterns for a
quasi-isotropic graphite/epoxy lami-
nate. Layup: @0/45/90/245#2S : ~a-!
experiment;~b-! model. ~-A! aligned;
~-C! crossed.

FIG. 16. Primary transmission wave forms for an uncured graphite/epoxy
laminate. Layup:@0/45/90/245#S . Black lines: experiment; gray lines:
model.
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FIG. 17. Angle–time patterns for an
uncured graphite/epoxy laminate.
Layup: @0/45/90/245#S : ~a-! experi-
ment; ~b-! model. ~-A! aligned; ~-C!
crossed.

FIG. 18. Crossed-EMAT angle–time
patterns for uncured graphite/epoxy
laminates with and without various
types of layup errors. Layup:
@0/90#2S : ~a! without errors; ~b!
@0/90#4 ; ~c! ply 2 is placed at 0°;~d!
ply 4 is placed at 0°.

FIG. 19. Crossed-EMAT angle–time
patterns for uncured graphite/epoxy
laminates with and without various
types of layup errors. Layup:
@0/45/90/245#S : ~a! without errors;
~b! ply 4 is placed at 0°;~c! ply 4 is
placed at 90°;~d! @0/45/90/245#2 .
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which are the time-domain presentation of the angle–
frequency patterns. Only crossed patterns were shown be-
cause they are much more sensitive than the aligned ones. To
show the changes, the patterns were given for both the case
without error and the case with error.

The first example is for an 8-ply uncured cross-ply
graphite-epoxy laminate@0/90#2S . As shown in Fig. 18, the
angle–time patterns obtained with crossed EMATs are given
for the error-free case~a!, for the case where the laminate
was laid up asymmetrically@0/90#4 ~b!, when the second ply
was misplaced at 0°~c!, and when the fourth ply was mis-
placed at 0°~d!. When the symmetric layup@0/90#2S was
made asymmetric@0/90#4 , the amplitude of the transmitted
signal decreased dramatically. In fact, as we have discussed
in Sec. III, because of the special properties of the layup
@0m/90m#n ~where m,n are positive integers!, the crossed
angle–time pattern of@0/90#4 should have zero amplitude
everywhere. The weak but nonzero angle–time pattern
shown in~b! can be attributed to a number of nonideal con-
ditions including imperfect alignment of the plies, imperfect
orthogonality between the transmitting and receiving
EMATs, beam spreading and others. Patterns~c! and ~d!
show that not only the errors were detectable, but the angle–
time patterns were sensitive to the depth of the misoriented
plies.

The second example was for an 8-ply uncured quasi-
isotropic graphite-epoxy laminate@0/45/90/245#S . When
the laminate layup was free of errors, the angle–time pattern
is shown in Fig. 19~a!. When the fourth ply was mistakenly
placed at 0° and 90°, the resulting patterns showed discern-
able changes, as illustrated in Figs. 19~b! and ~c!, respec-
tively. When the laminate was laid up as@0/45/90/245#2

without a mirror symmetry with respect to the midplane, the
resulting angle–time pattern, Fig. 19~d!, was characteristi-
cally different.

In addition to the two examples mentioned previously,
extensive experiments were conducted for laminates with
many likely and conceivable layup errors. The results also
showed the sensitive changes in the crossed angle–time pat-
terns for most of the ply misorientation and stacking se-
quence errors.

VI. CONCLUSIONS

The effects of fiber orientations on normal-incident
shear waves propagating through a composite laminate have
been studied both theoretically and experimentally, with the
purpose of developing a nondestructive evaluation tool for
detecting laminate layup errors. A complete analytical model
was developed using transfer matrices for the shear waves
transmitted through a laminate with an arbitrary layup and
for arbitrary transducer orientations. The model led to com-
pact and tractable results based on four transfer functions
that can be measured experimentally. It was found that the
transfer functions contain all the information obtainable from
the transmission measurement and the minimum measure-
ment data are the four primary transmission wave forms at 0°
and 90°. The model has proven to be of substantial value in

predicting the sensitivity of transmitted shear waves to vari-
ous ply layup errors or stacking sequence anomalies.

On the experimental side, a motorized EMAT scan sys-
tem was developed. Experimental results were obtained for a
number of possible errors in both cured and uncured com-
posite laminates. The good agreement with experimental re-
sults and model predictions has confirmed that the model has
described the major physical behaviors of the normal-
incidence shear waves propagating in a composite laminate.
The experimental results also demonstrated that the transmit-
ted shear wave signals for crossed EMAT transmitter and
receiver, when displayed as angle–time patterns, have great
sensitivity to various ply misorientation and stacking se-
quence errors in the laminate.

The shear wave transmission method developed thus far
holds considerable potential for manufacturing process
monitoring and quality assurance for composite laminates. It
utilizes the strong interaction between shear wave polariza-
tion and fiber directions in a laminate to indicate effectively
the anomalies associated with the ply layup. At the same
time, the shear wave transmission method is based on mode
conversions between fast and slow shear waves and shear
wave resonances in a composite laminate and is by nature an
indirect method for ply layup characterization. No simple
relationship exists between the layup and the transmission
data. A general and complete layup inversion based on the
transmitted shear wave signal is expected to be difficult. Pat-
tern recognition approaches may help to solve the inverse
problem when the total number of possibilities is small and
known. Further work should include an investigation for the
feasibility of using the reflected shear waves for layup char-
acterization in composite laminates, for which only a single-
sided access is needed.
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APPENDIX A: DERIVATION OF LOCAL TRANSFER
MATRIX

As stated previously, for a normal incidence shear wave
field in an arbitraryj th layer, there are generally four partial
waves. The corresponding velocity–stress vector of the shear
wave field can be expressed in terms of the amplitudes of the
four partial waves, as follows:

Pj5~2 iv!XjEj~x3!Yj , ~A1!

where
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Xj5F cosf 2sinf cosf 2sinf

sinf cosf sinf cosf

2Z1 cosf Z2 sinf Z1 cosf 2Z2 sinf

2Z1 sinf 2Z2 cosf Z1 sinf Z2 cosf

G
j

,

Ej~x3!5F eik1x3 0 0 0

0 eik2x3 0 0

0 0 e2 ik1x3 0

0 0 0 e2 ik2x3

G
j

, ~A2!

Yj5@U1 U2 U3 U4#T,

wherei 5A21, f is the fiber orientation,Z1 andZ2 are the
acoustic impedances for the fast and slow shear waves, re-
spectively,k1 andk2 are the fast and slow shear wave num-
bers, respectively, andY is a vector that containsU1 , U2 ,
U3 , andU4 , the four displacement amplitudes, respectively,
associated with the fast shear partial wave propagating
downward, the slow shear partial wave propagating down-
ward, the fast shear partial wave propagating upward, and
the slow shear partial wave propagating upward. All the
quantities are defined in thej th ply, as indicated by the sub-
scripts of the variables and the matrices. Note that the
exp(2ivt) harmonic sign convention is used. From the above
equation, one can see the advantage of using velocity instead
of displacement: the frequency-dependent term (2 iv) can
be moved out of the matrixXj , which can now be expressed
in terms of fiber orientation and acoustic impedances only;
otherwise matrixXj is also frequency dependent. By letting
the acoustic impedance be complex, material attenuation can
also be modeled; although the attenuation effects are not in-
cluded in the present model.

The velocity–stress vectors at the top and the bottom
interfaces of a ply can be related by a local inverse transfer
matrix Bj ,

Pj
25Bj Pj

1 , ~A3!

with Bj given by

Bj5XjEj~2hj !Xj
21, ~A4!

wherehj is the thickness of thej th ply. The explicit expres-
sions for the components ofBj can be obtained through sym-
bolic calculation and simplication of Eq.~A4!. The results
are given below,

B115B335cos~k2h!1cos2 f@cos~k1h!2cos~k2h!#,

B125B215B345B43

5sinf cosf@cos~k1h!2cos~k2h!#,

B135 i $sin~k2h!/Z21cos2 f@sin~k1h!/Z1

2sin~k2h!/Z2#%,

B145B235 i sinf cosf@sin~k1h!/Z12sin~k2h!/Z2#,

B225B445cos~k1h!1cos2 f@cos~k2h!2cos~k1h!#,
~A5!

B245 i $sin~k1h!/Z11cos2 f@sin~k2h!/Z2

2sin~k1h!/Z1#%,

B315 i $sin~k2h!Z21cos2 f@sin~k1h!Z12sin~k2h!Z2#%,

B325B415 i sinf cosf@sin~k1h!Z12sin~k2h!Z2#,

B425 i $sin~k1h!Z11cos2 f@sin~k2h!Z22sin~k1h!Z1#%.

APPENDIX B: TRANSFER FUNCTIONS

The four transfer functions are given by

F1152Z~2D421D22Z!/D,

F1252Z~D322D12Z!/D,
~B1!

F2152Z~D412D21Z!/D,

F2252Z~2D311D11Z!/D,

where

D52D31D421D32D411~2D21D321D22D311D11D42

2D12D41!Z1~2D11D221D12D21!Z
2, ~B2!

and

D5BF 21 0

0 21

Z 0

0 Z

G5F 2B111B13Z 2B121B14Z

2B211B23Z 2B221B24Z

2B311B33Z 2B321B34Z

2B411B43Z 2B421B44Z

G .

~B3!

APPENDIX C: UNIDIRECTIONAL LAMINATE CASE

For ann-ply unidirectional laminate, the local transfer
matrix given by Eq.~A5! can be reduced to

Bj5F cos~k1h! 0 i sin~k1h!/Z1 0

0 cos~k2h! 0 i sin~k2h!/Z2

i sin~k1h!Z1 0 cos~k1h! 0

0 i sin~k2h!Z2 0 cos~k2h!

G
j

. ~C1!

The global inverse transfer matrix is simplyBj with hj replaced by the thickness of the sampleh, which is equal tonhj . The
transfer functions can then be simplified to
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F5F 2Z1Z

2 cos~k1h!Z1Z2 i sin~k1h!~Z21Z1
2!

0

0
2Z2Z

2 cos~k2h!Z2Z2 i sin~k2h!~Z21Z2
2!

G . ~C2!

Transfer functionsF11 and F22 are exactly the same as the
classical transmission coefficients for normal-incident longi-
tudinal ~or shear! wave propagating through an isotropic
layer embedded in an isotropic medium, as given in Ref. 19.
This agreement is expected because in this special case the
shear waves involved are fast shear waves only inF11 and
slow shear waves only inF22. In either function, there are no
mode conversions between the fast and slow shear waves.
The transmission behavior should be a simple resonance as
what one would expect for normal incidence longitudinal~or
shear! wave propagating through an isotropic layer.
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I. INTRODUCTION

Multifunctional electronic materials and integrated intel-
ligent devices are needed in the development of advanced
technologies, especially mechano-electronic integrative
units. This work describes the preparation of new piezoelec-
tric ceramic and composite electrorheological fluids and the
testing of their properties, respectively. These materials will
be of great significance for antiseismic structures, shock ab-
sorbers, reducers, dampers, electro-mechanical integrative
joiners of high-speed brakes, and recoil-less weapons, and
other uses.1 In a situation where there is no movable power
source, an electrorheological fluid may be useful. All appli-
cations of the above must use new-type actuators~electrome-
chanical transducing device!. However, an integrated intelli-
gent structure~i.e., a new actuator! made of the piezoelectric
ceramic and the composite electrorheological fluid is the ex-
ample chosen for this study. In the new and unique intelli-
gent structure, when piezoelectric ceramic elements are ap-
plied to produce a transient time impulsive force, an output
high voltage~dc current! is set to the electrorheological fluid
for a very short duration, where it is simultaneously changed
from liquid phase to solid and may there counteract an im-
pulsive force. Therefore, especially, the integrated intelligent
structure~i.e., a new actuator! can be used to resist destruc-
tiveness of shock waves, etc. in the vibration control appli-
cations, and to protect against the perniciousness of infra-
sound, acoustic shock waves, explosive waves, etc. in the
acoustical applications. In the present work, we have mod-

eled the integrated intelligent structure~a new actuator! with
the piezoelectric ceramic~FD3–PZT or FD4–PZT! and the
composite electrorheological fluid. Our investigations of the
electromechanical transducing function of the intelligent
structure and phase change of the composite electrorheologi-
cal fluids have shown good progress and results.

II. EXPERIMENTAL PROCEDURE

A. Preparation of high-performance piezoelectric
ceramics

The formula for the high-performance piezoelectric
ceramic1 FD3–PZT is expressed as

xPb~Mg1/3Nb2/3!O32yPbTiO32zPbZrO3

~x1y1z51; x50.36– 0.38; y50.36– 0.38!, ~1!

with small amounts of MnO2, SrO, and K2O added.
FD4–PZT is expressed as

PbxSryBaz@~Zn1/3Nb2/3!m~Sn1/3Nb2/3!n~ZrpTiq!#O3

~x1y1z51; m1n1p1q51; x50.94– 0.96;

y50.02– 0.03; m50.05– 0.07; n50.05– 0.07;

p50.43– 0.45), ~2!

with small amounts of MnO2 and Sb2O3 added.

TABLE I. Principal properties of FD3–PZT and FD4–PZT. Nomenclature of properties of piezoelectric ceram-
ics: kp planar electromechanical coupling factor;Qm mechanical quality factor;e33

T /e0 relative dielectric con-
stant;C capacitance;d33 piezoelectric strain constant;g33 piezoelectric voltage constant;tgd dielectric loss;r
density. Properties in the planar mode are measured on disks 20-mm diameter and 1-mm thick.

Materials
symbol kp Qm e33

T /e0

C
~pF!

d33

~pC•N21!
g33

(1023 V•m•N21)
tgd

(31023)
r

(103 kg•m23)

FD3–PZT 0.68 1100 1600 3850 460 32 3.0 7.7
FD4–PZT 0.62 1230 2400 4120 670 40 1.5 7.8
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Note: The above formula is based on our long-term investigation and study for PZT. Such complicated composition can be
obtained by adding foreign matter in the make-up of a formulation to improve the properties of PZT.

1. Flow chart of technological process

2. Principal properties of FD 3–PZT and FD4–PZT

After fabrication and metallization, piezoelectric ce-
ramic crystals cannot possess piezoelectricity and be-
come piezoelectric elements when polarized. As these PZT
crystalline pellets have all passed aging, their properties
must be tested and measured in accordance with the
IEEE standard on piezoelectricity. The properties of
FD3–PZT and FD4–PZT in the present work are shown
in Table I.

3. Applications

The two kinds of piezoelectric materials FD3–PZT
and FD4–PZT, with which we worked, have been used
in piezoelectric ceramic gas-sparking plugs, fuses for ex-
plosives, the trigger of electronic dry powder fire-
extinguishing guns, sonars, buzzers, and high-power ultra-
sonic generators, such as an ultrasonic cleaning machine and
an ultrasonic dispersion machine where they worked well.
The same materials were also applied to ultrasonic motors,
and to acoustic levitation techniques. The specific feature
of the present work is the application of piezoelectric ce-
ramic and electrorheological fluid in an integrated intelligent
structure.

B. Preparations and performance measurement of
composite electrorheological fluid

A composite electrorheological fluid~abbreviated as
ERF! with high multiproperty was prepared in this work.
The main specific characteristic of the electrorheological
fluid is that which could have occurred during phase change
~liquid state� solid state!, under the electric field action.
Response time~i.e., the states change time! of the ERF only
is of the order of milliseconds, and is a reversible phase
change. Because of the characteristics of the ERF and their
broad application prospects, researchers are tending to attach
more and more importance to the ERF. The present paper
mainly used the characteristics of the ERF to make an inte-
grated intelligent structure~a new actuator! with the piezo-
electric ceramic for applications in acoustics and vibration
control.

1. Preparing methods and technical measures of
composite ERF

The experimental procedure of preparation of composite
ERF in general is as follows:
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The preparation steps are roughly as follows:

~1! The main dispersing grains in the ERF are processed by
using strongly polarized piezoelectric ceramic~such as
FD3–PZT or FD4–PZT!, which is ground to 50mm or so
by machines, and then to less than 10mm by ultrasonic
dispersion.

~2! Strongly polarized piezoelectric liquid crystal materials2

are selected as an additive for liquid phase of ERF.
~3! The third phase included organic silicone oil and mineral

oil, used as a dispersing medium of composite ERF,
made up of the single- or muticomponent~series!.

~4! To select activator and stabilizer of composite ERF: ha-
logenated hydrocarbon, alcohol, amine, etc. and some
surface active agent.

~5! In proportion to the designed part component, whose
volume percentage concentration of the disperse phase is
at 10%–30%, compound composite ERF is prepared in
groups and is then treated with ultrasonic emulsification,
which prevents the precipitation of dispersing grains in
composite ERF.

~6! To design and process the package of ERF, and to set up
the electrodes for them~as is shown in Fig. 1!. The com-
posite ERF is grouped to pack in the packaging of ERF.

~7! To test the basic performance parameter of composite
ERF.

~8! To perform experiments with electric field~frequency,
and other conditions! alternatively on ERF, measuring
properties of the composite ERF~at ac is 1–41 kV, dc is
1–30 kV!.

2. Principal properties of composite ERF in present
work

Principal properties of this composite ERF are as fol-
lows:

Viscosity h0,100 mPa•s ~at zero electric field!,
Yield stress ty,4 kPa ~at E53.5 kV•mm21),
Current density J.100 mA•cm22 ~at E53.5 kV•mm21),
Response time t,1 ms

Antiprecipitate, nonpoisonous, and the composite ERF does not
contain water.

3. General applications of ERF

Recently, researchers all over the world have thought
highly of the ERF, which has broad applied prospects in
electrical controlled driver, exciter, brake, clutches, recoil-
less equipment, and varied shock absorber and damper,3,4

etc.; they are among the vibration control applications. These
applications can be found in the fields of natural defense,
electronics, aviation-spaceflight, machinery, traffic, chemical
industry, robot and medical equipment. In the present work,
the composite ERF is used for the research on and the de-
velopment of the intelligent structure.

III. RESULTS AND DISCUSSION

The intelligent structure integrated with piezoelectric ce-
ramic and ERF is a novel electro-mechanical integrated de-
vice ~i.e., a new actuator! and has very important uses. In the
present work, we have first developed high-performance pi-
ezoelectric ceramic and composite ERF, respectively. Then,
we have made further study of the integrated intelligent
structure, to suit the needs of the applications in acoustics
and vibration control.

FIG. 1. Schematic diagram of the principle of the packaging of the ERF.
Notes:~1! the spring is used to strut the dead weight of the piston rod~at
zero electric field!; ~2! the sealing ring is made of insulating rubber;~3! the
piston skirt is made of glass fiber reinforced plastic.

858 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Li Quanlu: Intelligent structure



A. Theoretical design and calculation of integrated
intelligent structure of piezoelectric ceramic
with composite ERF

On the basis of the linear theory of piezoelectricity~i.e.,
piezoelectric effect, discovered in 1880 by Jacques and
Pierre Curie!,5,6 when piezoelectric ceramic element is sub-
jected to stress the potential difference between its upper and
lower electrodes is generated in the anisotropy piezoelectric
ceramic element, the voltage of which is equated as6

V5d33T3A/C1e 33
T A/t. ~3!

where d33 stands for the piezoelectric strain constant~i.e.,
piezoelectric charge constant! of the piezoelectric ceramic
element,T3 for the applied axial stress on a piezoelectric
ceramic surface in the 3 direction,A for the area of the pi-
ezoelectric ceramic element,C for the capacitance of the
piezoelectric ceramic element at low frequency,e33

T for the
dielectric constant, andt for the piezoelectric ceramic ele-
ment thickness.

Considering the case of a cylindrical piezoelectric ce-
ramic element of length which is poled in the axial direction
and with electrodes on its ends. If an axial stressT3 is ap-
plied, the voltageV3 between the electrodes, under open cir-
cuit condition, is given by

V352g33lT3 , ~4!

whereg33 stands for the piezoelectric voltage constant of the
piezoelectric ceramic element andl for the length of the cy-
lindrical piezoelectric ceramic element.

When piezoelectric ceramic elements have a transient
impulse force applied to them, acoustic shock waves begin to
move in from the ends of the piezoelectric ceramic cylinder.
Their propagation speed is about 4 mm•ms21, so that this
deformation is complete within a few microseconds~depend-
ing on the length of the piezoelectric ceramic cylinder!. It
will output voltage ~corresponding to 15–25 kV! in very
short duration to ERF, which will simultaneously~at several
tenths of a millisecond! change from liquid phase to solid
and therefore counteract the impulsive force, as is shown in
Fig. 2. In this case~in series! the time constant of the circuit
is given by

t5RC, ~5!

where R is the series resistance in the equivalent circuit
(.1010 V!, and C is the series capacitance in equivalent
circuit ~.3000 pF!. The equivalent circuit in its simplest
form is shown in Fig. 3. Since the four element of this cir-
cuit, i.e., resistanceR, inductanceL, capacitanceC ~in the
so-called dynamic or mechanical branch of the circuit!, the
capacitanceC0 do not exist as individual elements, their re-
spective values must be determined by indirect measure-
ment. We applied a transmission circuit for determining the
series resonance frequencyf s and the series resonance fre-
quency f sL with a load capacitanceCL connected in series
with the resonator~Note: for the series resonance frequency
f sL of a loaded resonator, as a first approximation, this fre-
quency is equal to corresponding minimum-impedance fre-
quency!. Since the value we calculated for the inductanceL
@as Eq.~6!# as very small~it was approximately 20 mH!, the
voltage of piezoelectric resonator in the model of the inte-

FIG. 2. Schematic diagram of the principle of the model of the integrated
intelligent structure:~a! two piezoelectric ceramics in series;~b! two piezo-
electric ceramics in parallel.

FIG. 3. The electromechanical equivalent electrical circuit of the piezoelec-
tric ceramic in the model of the integrated intelligent structure.
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grated intelligent structure is irrelevant and can be omitted.
The value of inductanceL is calculated as:

L5
1

4p2f s
2~C1Cc!

•

f sL
2

f sL
2 2 f s

2 . ~6!

Under these conditions the time constant is at least several
seconds, so that transformation of the composite ERF from
liquid state to solid is fully completed.

B. Preliminary experiment of the intelligent structure

In the present work, we have modeled the integrated
intelligent structure~a new actuator! with piezoelectric ce-
ramic~FD3–PZT or FD4–PZT! and the composite ERF. And,
when the structure exerts an impulsive force of 20 kg of the
dead weight of the upper punch pin of the oil press on the
piezoelectric ceramic element~either two PZT cylinders or
one PZT cylinder are 10-mm diameter and 40-mm length!, a
remarkable phase transition of ERF occurs in the packaging
of ERF. The result of preliminary experiment of the inte-
grated intelligent structure to which is applied the impulsive
force, basically coincides with the theoretical design. In this
model of the integrated intelligent structure, which is made
of the piezoelectric ceramic and the composite ERF, the de-
vice does respond linearly. The response time of the ERF is
the time undergone for the phase change from liquid state to
solid ~it is less than 1 ms generally!. In the process, a tran-
sient voltage appears across the ERF and a transient current
passes through the ERF. The time for the impulsive force to
act on the piezoelectric ceramic is of the order of seconds,
the piezoelectric response time is of the order of microsec-
onds, and the response time of the composite ERF is of the
order of milliseconds; therefore, time (t1) for the impulsive
force to act on the piezoelectric ceramic is far greater than
the sum of the piezoelectric response time (t2) and the re-
sponse time of composite ERF (t3); thus, there is

t1.t21t3 . ~7!

IV. CONCLUSION

The research work on the integrated intelligent structure
of piezoelectric ceramics and ERF shows that it is feasible in
theory, and we have certainly made some progress in the
experimental technique. But, there are other technologically
difficult problems that require future research work and so-
lutions to, such as the stacking form~it is series, parallel, or

series–parallel connection! of piezoelectric ceramic ele-
ments, sealing of the piston ring of the packages of ERF, the
insulating system of the whole intelligent structure, and the
standard measuring of the properties of the ERF, etc. How-
ever, important applications of this kind of integrated intel-
ligent structure which will pass through the further improve-
ment of their design and manufacture must be pointed out:
~1! The fist applicable aspects of the integrated intelligent
structure will be an effective technique in the vibration con-
trol aspect, such as antiseismic structure, reducer, damper,
and recoil-less weapons~equipment!, and varied shock ab-
sorber, etc. These applications can be found in the fields of
national defense, electronics, aviation-spaceflight, machin-
ery, traffic, chemical industry, robot and medical equipment,
nuclear installations, bridge seats, optic engineering, etc.;~2!
in the acoustic applications, the integrated intelligent struc-
ture will be the potential to resist destructiveness of shock
waves, and to protect against the perniciousness of infra
sound, acoustic shock waves, explosive waves, etc., and, for
a collision avoidance system of a future intelligent automo-
bile, the surface protection of modern aircraft to fly at high
speeds,7 etc.; ~3! this integrated intelligent structure~a new
actuator! having the other important application is, where no
power source~including no moveable high-voltage power
source! to use ERF also is available;~4! the present work
opens up and suggests further broad applied fields for piezo-
electric ceramics and electrorheological fluids, etc.
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The internal noise spectrum in miniature electret microphones of the type used in the manufacture
of hearing aids is measured. An analogous circuit model of the microphone is empirically fit to the
measured data and used to determine the important sources of noise within the microphone. The
dominant noise source is found to depend on the frequency. Below 40 Hz and above 9 kHz, the
dominant source is electrical noise from the amplifier circuit needed to buffer the electrical signal
from the microphone diaphragm. Between approximately 40 Hz and 1 kHz, the dominant source is
thermal noise originating in the acoustic flow resistance of the small hole pierced in the diaphragm
to equalize barometric pressure. Between approximately 1 kHz and 9 kHz, the noise originates in the
acoustic flow resistances of sound entering the microphone and propagating to the diaphragm. To
further reduce the microphone internal noise in the audio band requires attacking these sources. A
prototype microphone having reduced acoustical noise is measured and discussed. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1436072#

PACS numbers: 43.38.Bs@SLE#

I. INTRODUCTION

Noise that is present in the electrical outputs of a micro-
phone may originate as an acoustical noise in the environ-
ment or as a noise generated within the microphone. This
paper deals with the estimation and measurement of the in-
ternal noise in miniature microphones. The particular micro-
phones used in this study are a type that is normally used in
the manufacture of hearing aids. The internal noise may be
generated in the electrical circuits of the microphone, in the
mechanical motion of the microphone diaphragm, or in the
acoustical propagation paths within the structure of the mi-
crophone. This study will measure the total internal noise of
the microphone in its normal operating state, and separately
measure the microphone noise in a vacuum, where the
acoustical noise sources are eliminated. An empirical model
of the noise and its separate electrical, mechanical, and
acoustical components will be presented. Finally, a modified
microphone configuration having lower internal noise will be
shown.

The methods of measurement and analysis used in this
study have all been previously described and used, although
apparently not all for the same microphone. Olsen1 made a
similar study of the noise in a ribbon microphone, including
a vacuum measurement that eliminates all sources of acous-
tical noise leaving only the electrical noise and mechanical
noise. Bevanet al.2 describe an analogous circuit noise
model for an electret condenser microphone. Gabrielson3 has
presented a comprehensive review of thermal noise sources
in acoustic and vibration sensors, and another paper4 with
particular application to micromachined microphones. Zuck-
erwar and Ngo5 measured the total internal nose and the

purely electrical noise in separate experiments to determine
the frequency dependence of the remaining acoustical and
mechanical noise.

The present study was undertaken to understand the de-
sign features of the microphone that effect its internal noise
level with the hope of identifying design changes that would
provide a practical microphone with reduced internal noise.

II. THE MICROPHONE

The microphone used in this study is the model EM-
3346 microphone from Knowles Electronics, shown in Fig.
1. The EM-3346 is similar to all microphones presently used
in the manufacture of modern hearing aids, and is among the
lowest in internal noise. Figure 2 is a cross sectional view
showing its internal structure. Acoustic pressure from the
environment enters the microphone through the sound cou-
pling tube, and then passes through a thin slit in the outer
microphone case into a small cavity called the microphone
front volume. The use of a sound coupling tube has been
desirable for hearing aid microphones because it allows the
microphone to be mounted with its smallest area side toward
the hearing aid case. In many hearing aid designs, the tube is
a convenient feature to attach the microphone to the aid. The
data of this study show, however, that this feature contributes
to the internal noise of the microphones.

Referring again to Fig. 1, the inner wall of the front
volume is a thin polymer diaphragm that is driven into mo-
tion by the acoustic pressure in the front volume. Not shown
in the figure is a small hole pierced in the diaphragm to
equalize the back volume with barometric pressure. Without
this equalization, barometric pressure changes would cause
very large displacements of the diaphragm that would de-
grade or damage the microphone.

The diaphragm is metalized on one surface, and this
metalization is electrically connected to the metal parts of the
case. The diaphragm moves near a metal backplate whose

a!Portions of this work were presented in ‘‘Internal noise in miniature elec-
tret microphones’’ at the 139th meeting of the Acoustical Society of
America, Atlanta, Georgia@J. Acoust. Soc. Am.107, 2789~A! ~2000!#.

b!Electronic mail: steve.thompson@knowlesinc.com
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surface is coated with an electrically charged electret mate-
rial. The diaphragm and the backplate form a parallel plate
capacitor that is charged to a relatively high voltage by the
static charge stored in the electret. As the diaphragm moves,
a small voltage is induced on the backplate, which is electri-
cally isolated from the case. A wire connects between the
backplate and the gate of a FET that buffers the high electri-
cal impedance of the backplate to provide a useful output
signal.

A number of features of the microphone will later be
seen to be important in understanding the internal noise.
First, the acoustic flow path from the external environment to
the front volume contains several sections. Sound travels
through the coupling tube and enters the front volume
through a thin slot in the side of the microphone case. It then
spreads across the width of the front volume and along its
length. The acoustic flow impedance for this path is partly

inertance~masslike impedance! and partly resistance. The
motion of the diaphragm causes another acoustic flow of the
air between the diaphragm and backplate into the larger part
of the back volume. There is a significant acoustical resis-
tance to this flow because of the smallness of the gap be-
tween the diaphragm and backplate. Often this resistance is
reduced somewhat by ‘‘venting’’ the backplate with one or
more small holes. There is also a significant acoustical resis-
tance associated with flow through the barometric relief hole
in the diaphragm. Altering the size of the hole can change the
magnitude of this resistance.

A model of the microphone that includes these features
is shown in the analogous circuit of Fig. 3. The components
in this circuit are

Mt inertance of the sound entry port
Rt resistance of the sound port
Rp resistance of barometric relief hole pierced

in the diaphragm
Cf compliance of the front volume
Cb compliance of the back volume
Rb flow resistance between diaphragm and

backplate
Md effective mass of the diaphragm
Cd compliance of the diaphragm including

the negative compliance from the attractive
force between diaphragm and backplate

Rd mechanical resistance of the diaphragm
Ce capacitance of the diaphragm including stray

capacitances in the microphone and circuit
Rg bias resistance at gate of FET
Rs FET source resistor

The various impedances are of three types: acoustical, me-
chanical, and electrical. The variables in each domain have
different units. The transformers in the equivalent circuit
have transformation ratios that include the unit conversion
factors. The transformation ratio from acoustical to mechani-
cal variables is simply the effective areaSd of the diaphragm.
The transformation ratio from mechanical to electrical vari-
ables isq/L whereq is the charge stored in the electret andL
is the equilibrium separation of the diaphragm and backplate.

III. SOURCES OF NOISE

The three main noise mechanisms in any type of sensing
device arethermal noise, shot noise, andflicker noise.6,7 The

FIG. 1. The Knowles microphone model EM-3346 is an example of the
miniature microphone discussed in this paper. This microphone is com-
monly used as the acoustic sensor in hearing aids.

FIG. 2. Cross sectional view if the EM-3346 microphone showing its inter-
nal structure.

FIG. 3. Equivalent circuit of the electret microphone. The meaning of the
circuit components is given in the text.
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measurements presented later in this paper show that thermal
noise is the dominant noise mechanism in the miniature mi-
crophones at all frequencies between 20 Hz and at 10 kHz.
Thus the investigation of thermal noise sources has been the
primary interest in this study. Shot noise is associated with
current flow across a potential barrier, and originates solely
within the semiconductor device. In a FET device, shot noise
is present only in the gate leakage current. This leakage and
the associated noise are expected to be quite low in the
CMOS FET. Flicker noise is a type of noise found in all
active devices as well as some passive devices. It is associ-
ated with fluctuations in the resistance of circuit elements,
and its value is related to the level of DC current in the
element. It is often called 1/f noise because its power spec-
trum varies as 1/f a wherea is approximately equal to unity.
Observed values fora vary between 0.8 and 1.3 for most
systems of interest.

Thermal noise in the microphone originates in the ran-
dom motion of particles in the materials of the device. In the
electrical elements. The random motion of electrons in the
conductors generates noise. In the mechanical elements, it is
the random motion of molecules in the solid lattice of the
diaphragm material. In the acoustical elements, it is the ran-
dom motion of the molecules in the air. In each case, the
random flow generates a noise across any resistive element
in the analogous circuit. The acoustical and mechanical
noises generate motion of the diaphragm that is faithfully
converted to electrical signals, just as any other signal is
converted in the transducer.

The spectral density of thermal noise voltage is given
by8

N5A4kTR,

wherek is Boltzmann’s constant,T is the absolute tempera-
ture, andR is the resistance. Thermal noise has a flat spec-
trum at the location where it is generated. However, each
noise source is filtered by all successive analogous circuit
elements before it appears at the output of the microphone.
Since each noise source is filtered differently, it may be pos-
sible to empirically determine the dominant source of the
noise in a particular frequency band from the shape of the
noise spectrum.

IV. NOISE MEASUREMENT EXPERIMENTS

When measuring the internal noise in a microphone, it is
necessary to shield the microphone from all external sources
of acoustical signals and noise to a level at least several
decibels below that of the internal noise being measured.
This must be done without changing the mechanical or
acoustical properties of the microphone. In a microphone
such as that shown in Fig. 1, it isnot correct to block the
sound entry port. While doing so might eliminate external
acoustical noise from the measurement, it would also alter
the reactive impedances in the acoustical part of the equiva-
lent circuit. This, in turn, would change the filter function
applied to some of the acoustical noise components and thus
alter the spectrum of the noise being measured. The noise
measurement must be done with the sound port open, while

the unit is shielded from all environmental noise. The cham-
ber used for the noise measurement reported here is shown in
Fig. 4. It is composed of two steel cylinders each with a
diameter of 6 in. and a length of approximately 3 in. Each
cylinder is hollowed at one end to create a cavity with a
diamter of 3 in. and a depth of approximately 2 in. The
cylinders are placed together with the two cavities forming
an internal volume of over 200 ml. This assures that the
chamber will not affect the frequency response of the micro-
phone. Visible in the bottom chamber section in Fig. 4 is a
small amount of cotton wool that acts as acoustical damping.
This eliminates the possibility that resonant modes of the
otherwise hard-walled chamber might affect the measure-
ment.

The two halves of the chamber are set together with a
thin rubber gasket forming an acoustic seal. This stacked
cylinder is set on a plate and a rubber air bladder to isolate
the chamber from low frequency vibrations of the building
and table. The entire chamber is electrically grounded, and
shielded cables are run from the device under test to the
measurement equipment to eliminate electromagnetic inter-
ference from the measurement. The electrical noise floor of
the measurement system was quickly verified to be accept-
able by connecting a 1 kV resistor across the measurement
terminals. The A-weighted electrical noise in this case was
well under 1mV. This is equivalent to an input sound pres-
sure level of approximately 5 dBA for the sensitivity of the
microphone that is measured. This is at least 15 dB less than
the measured microphone noise level.

The acoustical noise floor of the measurement chamber
is not known in detail because it is not possible to fit micro-

FIG. 4. Acoustical isolation housing for microphone noise measurement is a
thick walled steel cylinder mounted on a small rubber bladder to shield from
building vibrations as well as acoustical signals.

FIG. 5. Frequency response of the microphone sensitivity for the Knowles
EM-3346 microphone.
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phones with lower internal noise into the chamber. As a
qualitative check, it is known that speaking in a loud voice
near the chamber with a microphone installed does not pro-
duce a detectable voice signal in the microphone output.

The microphones used for this test are Knowles model
EM-3346 units, whose typical frequency response is shown
in Fig. 5. Figure 6 shows the noise level of the microphone
as measured under normal operating conditions in the cham-
ber of Fig. 4. This noise peak at approximately 5 kHz is at
the same frequency as the peak in the sensitivity. This is a
hint that the noise, at least in this frequency region, is of
acoustical origin, since acoustical noise is filtered by the
transfer function of the sensitivity. To investigate this hy-
pothesis, we can measure the microphone noise in a vacuum
chamber. The vacuum measurement eliminates all acoustical
noise sources, so the remaining noise is entirely of electrical
and mechanical origin. Figure 7 shows a small vacuum
chamber that is used to measure the vacuum noise of the
microphone.

Figure 6 shows the noise of the microphone measured in
a vacuum in comparison to the noise in normal operation. A
number of features can be different from the shape of these
curves.

In the frequency range from 20 Hz to 10 kHz, the total
microphone noise in normal operation is dominated by
acoustical noise. By removing the acoustical noise in the
vacuum measurement, the total noise level drops by more
than 5 dB.

Electrical noise is not a significant part of the total in-
ternal noise except possibly at the extreme low and high
frequencies in the figure. The spectrum of the electrical noise
varies approximately as 1/f in the frequency range below
1 kHz.

The very tall peak in the vacuum noise near 25 kHz is
the mechanical resonance of the diaphragm when the acous-
tical impedance of the air confined in the microphone does
not load it.

V. EMPIRICAL MODEL OF THE NOISE

The analogous circuit of Fig. 3 can also be used to
model the noise of the microphone. In the work reported
here, the PSPICE circuit analysis code was used to model
both the sensitivity and the noise of the microphone. Thermal
noise is modeled by placing a noise voltage generator with
spectral densityA4kTR in series with each resistor, whether
the resistor is in the electrical, the mechanical or the acous-
tical sections of the circuit. The semiconductor noise contri-
butions are modeled using the Type 1 FET model of
PSPICE9 using parameter values that have been fit to the
characteristics of the custom CMOS FET in the microphone.
Figure 8 shows the model results for the total noise of the
EM-3346 microphone. Both the shape of this curve and the
level of the noise are a good match for the measurement
shown in Fig. 6. By independently ‘‘turning on’’ the noise of
the separate sources, it is possible to calculate the contribu-
tion of each source. This process was performed for each of
the resistances in the analogous circuit of Fig. 3 to produce
the noise contribution curves of Fig. 8. The curves are la-
beled as listed in Table I.

It is seen in Fig. 8 that two sources of noise dominate
within the audio band. At frequencies below 1 kHz, the
dominant source is thermal noise from the resistance of the
hole pierced in the diaphragm. Between 1 kHz and 10 kHz,
the dominant source is the acoustical resistance in the flow
through the sound entry tube and port. The electrical noise
from the FET and the electrical resistances is an important

FIG. 6. Measured noise level of the EM-3346 microphone. The darker curve
is the noise measured under normal operation at 1 atm. The lighter curve is
the noise measured in a vacuum chamber where the acoustical noise sources
have been eliminated.

FIG. 7. Small vacuum chamber for the measurement of the electrical noise
of the microphone. The microphone holding fixture at the lower left is
placed into the chamber, and electrical connections emerge through the BNC
connectors.

FIG. 8. The total noise at the output of the microphone is made up of several
independent sources. Dominant sources are the resistance of the hole pierced
in the diaphragm and the resistance of the flow in the sound entry port.
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contributor to the total noise only above 10 kHz, and atvery
low frequencies~below 10 Hz which is not shown in the
figure!.

VI. INTERNAL NOISE REDUCTION

Because the dominant noise in much of the frequency
spectrum is acoustical noise, changes to the acoustical design
of the microphone are necessary to further reduce its internal
noise. The preceding section shows that the major sources of
acoustical resistance in the microphone are as follows:

~1! Flow through the sound inlet tube and then through the
small slot in the outside case that allows sound entry
from the tube into the front volume.

~2! Flow within the confined space of the front volume.
~3! Flow through the hole pierced in the diaphragm to allow

barometric pressure relief.
~4! Flow between the diaphragm and backplate within the

back volume of the microphone.

Reductions in any of these flow resistances will affect
both the internal noise level and the shape of the microphone
sensitivity. As an experiment, the authors attempted to re-
move as much as possible of the acoustic flow resistance in
the microphone without changing the dimensions or design

of the microphone motor. An attempt was made to reduce the
first three sources of acoustical noise listed above. This in-
volved removing the sound tube and opening the front vol-
ume of the microphone directly to the external acoustic field,
and also decreasing the diameter of the barometric relief hole
pierced in the diaphragm. With reference to the circuit analog
of Fig. 3, the changes attempt to eliminateRf andM f , and to
increase the value ofRp .

Figure 9 show the comparison of the standard micro-
phone with the microphone as modified to open the front
volume directly to the external acoustic field. This is called a
‘‘saltshaker’’ configuration because of the appearance of the
several small holes in the wall of the front volume. Figure 10
shows the sensitivity of this microphone. Notice that the
acoustical resistance plays an important part in determining
the frequency response of the system. The design changes
removed a significant amount of both flow resistance and
inertance~masslike impedance!, which causes the primary
resonance to increase in frequency and to be significantly
less damped. The change in the resistance of the barometric
relief hole causes the frequency response to remain flat to a
lower frequency. Figure 11 shows the noise spectrum for the
saltshaker microphone. The spectral shape has changed along
with the changes in the sensitivity, and the spectral level of
the noise has decreased by approximately 6–8 dB over much
of the audio frequency band. The noise measured in a
vacuum is also shown. The vacuum noise is composed of the
electrical and mechanical noise components, with no contri-
bution from the acoustical noise. More insights of this kind

FIG. 9. Left: Standard EM-3346. Right: ‘‘Saltshaker’’ configuration that is
modified for lower acoustic flow resistances between the far field and the
diaphragm.

FIG. 10. Frequency response of the sensitivity for the microphone shown on
the right-hand side of Fig. 9. The lighter curve is the response of the EM-
3346 for comparison.

FIG. 11. Spectral nose of the ‘‘Saltshaker’’ microphone, compared to the
standard EM-3346. Also shown is the vacuum noise of the saltshaker mi-
crophone.

TABLE I. Correspondence between labels on curves in Figs. 11 and 12 and
the microphone resistance that causes the noise.

Curve label
Circuit

resistance Description

Pierce Rp Flow resistance of diaphragm
pierce hole

Sound entry port Rt Flow resistance through sound entry
port and across diaphragm

Motor Rb Flow resistance between diaphragm
and backplate

Mechanical Rd Mechanical resistance to motion
of the diaphragm

Electrical Rs ,FET FET bias and source resistors,
semiconductor noise
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can come from a model of the noise components.
The noise contribution curves for the saltshaker micro-

phone are shown in Fig. 12. The saltshaker design has elimi-
nated the sound tube and enlarged the sound entry ports to
the point that the flow impedance is negligible compared to
the remaining flow resistance. Thus the noise contribution
from the sound entry port is not present in Fig. 12.

The other modification in the saltshaker microphone
from the standard EM-3346 is a reduced size for the baro-
metric relief hole pierced in the diaphragm. This significantly
increases the resistanceRp of the hole. It is, perhaps, not
intuitively clear thatincreasinga thermal resistance should
result in a noise reduction at the microphone output. In fact,
at low frequencies, it does not. At frequencies below about
40 Hz, the thermal noise from the larger resistance of the
pierce hole causes increased noise at the output. Above 40
Hz, the noise from the pierce resistance is shunted by the
acoustical compliance of the back volume,Cb , and is greatly
reduced in the output. The total noise of the saltshaker mi-
crophone remains below that of the standard microphone
from 40 Hz to about 9 kHz, where the diaphragm resonance
causes the flow resistance of the motor to dominate.

VII. CONCLUSIONS

The miniature microphones discussed in this paper are a
type that is customarily used as a component in hearing aids.
The internal noise in these microphones is predominantly the
thermal noise associated with acoustic flow resistances in the
small passages within the microphone. Testing of the micro-
phone noise in a vacuum, which eliminates the noise sources
of acoustical origin, verifies that the purely electrical noise is
a small contributor to the total noise at all frequencies in the
audible range.

An empirical model using an electrical circuit analog
has been used to identify the noise contribution from the
various acoustic flow resistances. In the EM-3346 micro-
phone, the resistance associated with flow into the micro-

phone port is the dominant source for audible frequencies
above about 1 kHz. Below 1 kHz, the dominant source is the
resistance associated with the flow through the hole pierced
in the microphone diaphragm to equalize barometric pres-
sure.

An experimental microphone was built and tested that
reduced the noise from both of these sources. The sound tube
and sound entry port were replaced by several larger holes in
the front volume. This essentially eliminates the flow resis-
tance from the sound entry path, and gives the microphone
the characteristic appearance that gives it the name ‘‘salt-
shaker.’’ The hole pierced in the diaphragm was also reduced
in size to change the frequency response of the noise from
that resistance. Together these two changes result in a micro-
phone having lower noise than the standard configuration
from approximately 40 Hz to 9 kHz. The dominant sources
of noise remaining in the saltshaker microphone are the flow
resistance between the diaphragm and backplate at frequen-
cies above 2.5 kHz, noise from the diaphragm pierce resis-
tance for frequencies below 300 Hz, and electrical noise be-
tween 300 Hz and 3.5 kHz. Further significant reduction in
microphone internal noise must deal with all three of these
sources.

The removal of the sound coupling tube to achieve
lower internal noise may be a difficult change to accommo-
date in the manufacture of hearing aids. Current hearing and
manufacturing practice is to mount the microphone by its
coupling tube with the smallest side of the microphone in
contact with the inside of the case. Effective use of the salt
shaker microphone would require that the largest side of the
microphone be in contact with the case wall. It may be dif-
ficult to accommodate this change in hearing aid design.
However, it is clear that microphone design changes of the
type discussed in this paper are necessary to reduce the
dominant sources of internal noise in this type of miniature
microphone.
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Acoustic radiation impedance of rectangular pistons
on prolate spheroids
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The self and mutual radiation impedances for rectangular piston~s! arbitrarily located on a rigid
prolate spheroidal baffle are formulated. The pistons are assumed to vibrate with uniform normal
velocity and the solution is expressed in terms of a modal series representation in spheroidal
eigenfunctions. The prolate spheroidal wave functions are obtained using computer programs that
have been recently developed to provide accurate values of the wave functions at high frequencies.
Results for the normalized self and mutual radiation resistance and reactance are presented over a
wide frequency range for different piston sizes and spheroid shapes. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1420384#
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I. INTRODUCTION

The acoustic radiation impedance of sources on baffles
has been considered in the literature for various baffle geom-
etries such as planes, spheres, and cylinders.1–5 For prolate
spheroidal baffles, however, results are limited, most likely
due to the difficulties associated with the calculation of the
required spheroidal wave functions. Van Buren6 considered
the radiation impedance of caps and rings mounted on a rigid
prolate spheroidal baffle for relatively low frequencies. The
present work considers the self and mutual radiation imped-
ance of rectangular pistons conformal to a rigid prolate sphe-
roidal baffle and vibrating with uniform normal velocity.

II. MATHEMATICAL FORMULATION

A prolate spheroidal surface is generated by the rotation
of an ellipse about its major axis. The prolate spheroidal
coordinate system~j,h,f! is illustrated in Fig. 1. The rela-
tionship to Cartesian coordinates is given by

x5
d

2
@~12h2!~j221!#1/2cosf,

y5
d

2
@~12h2!~j221!#1/2sinf, ~1!

z5
d

2
hj,

whered is the interfocal distance of the generating ellipse,
and the ranges of variables are

1<j,`, 21<h<1, 0<f<2p. ~2!

The surface of constantj is an ellipsoid of revolution about
thez axis with a major axis of lengthjd and a minor axis of
length (j221)1/2d. Varying the value of the shape parameter
j produces a wide range of shapes for the prolate spheroid,
ranging from a straight line (j51) of lengthd to a sphere
(j→`).

Consider a conformal regionSi that is assumed to vi-
brate with normal velocityv i on an otherwise rigid prolate
spheroidal baffle (j5j0), immersed in an unbounded fluid
of densityr and sound speedc, as shown in Fig. 2. Assuming
time harmonic (eivt) wave fields, the acoustic field exterior
to (j5j0) is governed by the Helmholtz equation

¹2C1k2C50, ~3!

where¹2 is the Laplacian in prolate spheroidal coordinates,
k5v/c, v is the angular frequency, andC(j,h,f) denotes
the spatial portion of the acoustic velocity potential. The
Helmholtz equation is separable in prolate spheroidal coor-
dinates, and solutions are expressible in eigenfunction ex-
pansions of spheroidal wave functions,

Cml5Rml
~4!~h,j!Sml

~1!~h,h!H sinmf
cosmfJ , ~4!

where

Rml
~4!~h,j!5Rml

~1!~h,j!2 iRml
~2!~h,j! ~5!

denotes the prolate spheroidal radial function of the fourth
kind that satisfies the radiation condition for outgoing waves,
and h5kd/2 is the size parameter. The definitions for the
prolate spheroidal radial functions of the first and second
kind appearing in Eq.~5! and the prolate spheroidal angle
function of the first kindSml

(1)(h,h) in Eq. ~4! are found in
Flammer.7 Because of the asymmetry of regionSi in Fig. 2,
both sinmf and cosmf eigenfunctions are required in the
solution, hence,

C~j,h,f!5C1~j,h,f!1C2~j,h,f!, ~6!

where

C1~j,h,f!5 (
m50

`

(
l 5m

`

AmlRml
~4!~h,j!Sml

~1!~h,h!cosmf,

~7!

anda!Electronic mail: vanburenal@npt.nuwc.navy.mil

867J. Acoust. Soc. Am. 111 (2), February 2002 0001-4966/2002/111(2)/867/8/$19.00 © 2002 Acoustical Society of America



C2~j,h,f!5 (
m51

`

(
l 5m

`

BmlRml
~4!~h,j!Sml

~1!~h,h!sinmf.

~8!

The boundary condition of continuity of normal particle
velocity at the spheroid–fluid interface is given by

1

Dj
S ]C

]j D
j5j0

5H v i~h,f! on Si

0 elsewhere,
~9!

where Dj5(d/2)(j22h2)1/2(j221)21/2 denotes the scale
factor in thej direction. Substitution of Eq.~6! into Eq. ~9!
yields

~j0
22h2!1/2v i~h,f!

5
2

d
~j0

221!1/2(
m50

`

(
l 5m

`

Rml
~4!8~h,j0!Sml

~1!~h,h!

3@Amlcosmf1Bmlsinmf, ~10!

where the prime onRml
(4) denotes the first derivative with

respect toj.
The Aml coefficients are obtained by the multiplication

of both sides of Eq.~10! by Spq
(1)(h,h)cospf, and integrating

over f from 0 to 2p and overh from 21 to 11, yielding

Aml5

E E
Si

v i~h,f!~j0
22h2!1/2Sml

~1!~h,h!cosmf dh df

2

d
~j0

221!1/2
2p

em
Rml

~4!8~h,j0!Nml

,

~11!

where

Nml5E
21

11

@~Sml
~1!~h,h!#2dh ~12!

defines the normalization of the prolate spheroidal angle
wave functions, andem51 when m50, and em52 when
mÞ0 ~Neumann’s number!. In a similar manner, theBml

coefficients are given by

Bml5

E E
Si

v i~h,f!~j0
22h2!1/2Sml

~1!~h,h!sinmf dh df

~2/d!~j0
221!1/2pRml

~4!8~h,j0!Nml

.

~13!

Since the acoustic pressure is related to the velocity po-
tential by

pi~j,h,f!52r
]C

]t
52 ivrC~j,h,f!, ~14!

the solution for the acoustic pressure may be written in com-
pact form as

pi~j,h,f!5
2 ih

2p

rc

~j0
221!1/2

3 (
m50

`

(
l 5m

`

em

Rml
~4!~h,j!Sml

~1!~h,h!

Rml
~4!8~h,j0!Nml

3@ I ml
is cosmf1I ml

ic sinmf#, ~15!

where

I ml
is 5E E

Si

v i~h,f!~j0
22h2!1/2Sml

~1!~h,h!

3cosmf dh df,
~16!

I ml
ic 5E E

Si

v i~h,f!~j0
22h2!1/2Sml

~1!~h,h!

3sinmf dh df.

Equations~15! and ~16! thus represent the general form of
the acoustic pressure for a source of arbitrary shape and lo-
cation vibrating on a rigid prolate spheroidal baffle.

A piston is defined by the special case where the source
on the baffle vibrates with uniform normal velocity,
v i(h,f)5Vi . Thus for a piston, Eq.~15! is expressible as

FIG. 1. Prolate spheroidal coordinate system.

FIG. 2. Conformal regionSi vibrating on a rigid prolate spheroidal baffle.
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pi~j,h,f!5
2 ih

2p

rcVi

~j0
221!1/2

3 (
m50

`

(
l 5m

`

em

Rml
~4!~h,j!Sml

~1!~h,h!

Rml
~4!8~h,j0!Nml

3@ Ĩ ml
is cosmf1 Ĩ ml

ic sin mf#, ~17!

where

Ĩ ml
is 5E E

Si

~j0
22h2!1/2Sml

~1!~h,h!cosmf dh df,

~18!

Ĩ ml
ic 5E E

Si

~j0
22h2!1/2Sml

~1!~h,h!sinmf dh df.

It is noted that the integrals residing in Eq.~18! define the
size, shape, and location of the piston on the spheroidal
baffle.

Consider a second regionSj ~distinct fromSi! located on
the surface of the spheroid. The acoustic forceFi j acting on
region Sj due to the pressure originating from regionSi is
given by

Fi j 5E
Sj

pi~j,h,f!uj5j0
dS, ~19!

where the area element on the spheroidal surface is defined
by

dS5~d/2!2~j0
22h2!1/2~j0

221!1/2dh df. ~20!

The acoustic mutual radiation impedance is defined by

Zi j 5Fi j /Vi , ~21!

and this quantity represents the acoustic impedance~force
per unit normal velocity! acting on regionSj due to the mo-
tion of regionSi . The self-radiation impedanceZii is defined
by the condition whenSi and Sj are the same region, and
represents the acoustic radiation force per unit normal veloc-
ity acting on regionSi due to its own motion.

The normalized acoustic mutual radiation impedancezi j

is defined by

zi j 5
Zi j

rcAj
5

1

rcAjVi
E

Sj

pi~j,h,f!uj5j0
dS, ~22!

whereAj is the area given by the integration of Eq.~20! over
regionSj , i.e.,

Aj5E E
Sj

~d/2!2~j0
22h2!1/2~j0

221!1/2dh df. ~23!

The substitution of Eq.~17! into Eq. ~22! yields

zi j 5
2 ih

2pAj
S d

2D 2

(
m50

`

(
l 5m

`

em

Rml
~4!~h,j0!

Rml
~4!8~h,j0!Nml

3@ Ĩ ml
is Ĩ ml

js 1 Ĩ ml
ic Ĩ ml

jc #, ~24!

where theĨ ml
js and Ĩ ml

jc integrals are given by Eq.~18! with i
replaced byj. The impedance is dependent upon the size,
shape, and location of each of the two pistons. It depends
implicitly on their separation through the products of the

integrals Ĩ ml
is Ĩ ml

js and Ĩ ml
ic Ĩ ml

jc appearing in Eq.~24!. The nor-
malized acoustic self-radiation impedance is directly ob-
tained from Eq.~24! with the substitutionj 5 i .

III. RECTANGULAR PISTONS

Of special interest in this paper is the case where the
pistons are quasirectangular in shape, conformal to the sur-
face of the spheroid, and relatively small compared to the
spheroid. It is noted that the use of constant values ofh and
f to define the piston sides would result in pistons that be-
come progressively more wedge-shaped as they approach the
tip of the spheroid. Hence, the methodology adopted here to
define the conformal piston is to first specify the center-point
location (hc ,fc), width W, heightH, and orientation angle
a, of a planar rectangular piston, tangent to the surface of
the spheroid at the point (hc ,fc ,j5j0). The conformal pis-
ton is then defined by the projection of this rectangular pis-
ton onto the spheroidal surfacej5j0. Using the methods of
analytic geometry~see the Appendix!, the projection in the
2ĵ direction of the~planar! piston onto the surface of the
spheroid provides the~conformal! piston corner coordinates
and the lines~curves! corresponding to the perimeter of the
piston, as shown in Fig. 3. Here at each corner, thex,y,z
value along with the corresponding value ofh is designated,
where hU.hA.hB.hL . Now the integral overf in Eq.
~18! is performed with limits that are functions ofh as fol-
lows:

Ĩ ml
is 5E

h iL

h iU E
fL~h!

fU~h!

~j0
22h2!1/2Sml

~1!~h,h!cosmf df dh

5E
h iL

h iU
~j0

22h2!1/2Sml
~1!~h,h!fs~h!dh, ~25!

where

fs~h!5H 1

m
@sinmfU~h!2sinmfL~h!#, mÞ0

fU~h!2fL~h!, m50.

~26!

Similarly,

FIG. 3. Rectangular piston corner points on the surface of the spheroid with
hU.hA.hB.hL .
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Ĩ ml
ic 5E

h iL

h iU E
fL~h!

fU~h!

~j0
22h2!1/2Sml

~1!~h,h!sinmf df dh

5E
h iL

h iU
~j0

22h2!1/2Sml
~1!~h,h!fc~h!dh, ~27!

where

fc~h!5H 1

m
@cosmfU~h!2cosmfL~h!#, mÞ0

0, m50.

~28!

Thus the double integral in Eq.~18! has been reduced to a
single integral overh, and the task remains to determine the
functions fs(h) and fc(h) that appear in Eqs.~25! and
~27!.

From Fig. 3 it is seen that the integration overh may
conveniently be divided into three regions, thus Eq.~25! may
be written as

Ĩ ml
is 5E

hL

hB
~j0

22h2!1/2Sml
~1!~h,h!fs~h!dh

1E
hB

hA
~j0

22h2!1/2Sml
~1!~h,h!fs~h!dh

1E
hA

hU
~j0

22h2!1/2Sml
~1!~h,h!fs~h!dh, ~29!

and Eq.~27! can be written in a similar form. For the first
integral in Eq.~29!, the functionfU(h) or fL(h) over the
region hL<h<hB is determined from the intersection of
curveBL with the h5const curve. For curveBL let

t5
x2xL

xB2xL
5

y2yL

yB2yL
5

z2zL

zB2zL
, ~30!

then

x5xL1t~xB2xL!, y5yL1t~yB2yL!,
~31!

z5zL1t~zB2zL!.

The curveh5const is a hyperboloid of two sheets given by

x2

~d/2!2~12h2!
1

y2

~d/2!2~12h2!
2

z2

~d/2!2h2 521.

~32!

The substitution of Eq.~31! into Eq. ~32! yields a quadratic
equation int as follows:

t5
2b6Ab224ac

2a
, ~33!

where

a5h2@~xB2xL!21~yB2yL!21~zB2zL!2#

2~zB2zL!2,

b5h2@2xL~xB2xL!12yL~yB2yL!12zL~zB2zL!#

22zL~zB2zL!, ~34!

c5h2@xL
21yL

21zL
21~d/2!2#2zL

22~d/2!2h4.

Of the two roots of Eq.~33!, the root satisfying the condition
0<t<1 is selected. Thex, y, z coordinates~dependent onh!
are obtained from Eq.~31!, and the functionfBL(h) is given
by

fBL~h!5tan21~y/x!. ~35!

A similar procedure is followed to yield thefAL(h) inter-
section of curveAL with the h5const curve. Now referring
to Eq. ~26!, theh-dependent functions are given by

fU~h!5max@fBL~h!,fAL~h!#, hL<h<hB ,

~36!
fL~h!5min@fBL~h!,fAL~h!#, hL<h<hB .

The procedure is repeated for the remaining integrals in Eq.
~29!, and also for Eq.~27! upon its division into three inte-
grals. Finally it is noted that the~conformal! piston area@Eq.
~23!# is also evaluated in the same manner as described pre-
viously.

IV. NUMERICAL COMPUTATION

The calculation of the~normalized! self and mutual ra-
diation impedance for rectangular pistons by the use of Eq.
~24! requires values of the prolate spheroidal wave functions

Rml
(4) , Rml

(4)8, and Sml
(1) . Although computer programs devel-

oped at the Naval Research Laboratory provide accurate val-
ues for these functions,8–10 the parameter ranges of these
algorithms are limited to relatively low orders ofm andl and
small to moderate acoustic sizes. Since one of the objectives
of the present effort is to provide results at high frequencies
~large acoustic size!, a parallel effort to develop algorithms
to calculate spheroidal wave functions over a wider range of
parameters than previously available has been undertaken,
with the results of that study to be reported in the future.11

The newly developed algorithms were employed in the
present study.

The Ĩ ml integrals were evaluated numerically~Gauss
quadrature! using the following procedure. Each individual
integral @see Eq.~29! for example# can be expressed in the
following generic form:

Ĩ ml5E
h lo

hup
x~h!Sml

~1!~h,h!dh, ~37!

where x(h) includes the functionsfU(h) and fL(h), as
discussed in Sec. III, and wherehup andh lo denote the upper
and lower limits of the region under consideration. Upon
defining the weight factorswi and the abscissasui for an
n-point Gauss quadrature, Eq.~37! is written as

Ĩ ml> Fhup2h lo

2 G(
i 51

n

wix~h i !Sml
~1!~h,h i !, ~38!

where

h i5
hup1h lo

2
1uiFhup2h lo

2 G 21<ui<1. ~39!

Similarly, the partial area of the piston@Eq. ~23!# is deter-
mined as follows:
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A>
d2

4
~j0

221!1/2Fhup2h lo

2 G(
i 51

n

wi~j0
22h i

2!1/2

3@fup~h i !2f lo~h i !#, ~40!

where the total area is given by the sum of the contributions
from each region~three regions!, as discussed in Sec. III.

The angle function normalization factorNml defined in
Eq. ~12! can be obtained without the need for numerical
integration by employing the normalization scheme of Meix-
ner and Scha¨fke,12 where the prolate angle functions have the
same normalization as the associated Legendre functions.
The relationship is given by

Nml5E
21

1

@Sml
~1!~h,h!#2dh5E

21

1

@Pl
m~h!#2dh

5
2~ l 1m!!

~2l 11!~ l 2m!!
. ~41!

The number ofl andm values required for convergence
of the sums appearing in Eq.~24! increases with the acoustic
size of the spheroid. They also depend upon the shape pa-
rameter of the spheroid and the size of the piston relative to
the spheroid. In general, for a fixed spheroid size, smaller
pistons require higher values for bothm andl. The numerical
algorithms used in the current study remained stable and
computationally efficient over a wide frequency range up to
h5500, orders up tom5250 and degrees up tol52000, for
various combinations of piston sizes and spheroidal baffle
shapes.

V. RESULTS AND DISCUSSION

The above-mentioned equations have been used to find
the normalized self and mutual radiation resistance and reac-
tance of square pistons as a function of the size parameterh
for various sized pistons and spheroidal baffles. Figures 4
and 5 give examples for the normalized self-radiation resis-

tancer ii @real part of Eq.~24! evaluated withj 5 i # and re-
actancexii @imaginary part of Eq.~24! evaluated withj 5 i #
of a square piston located at the tip (hc51,fc50) of the
spheroid witha50. Results are given for two different sphe-
roidal shapes:j051.35 andj051.72, corresponding to a ra-
tio of major axis to minor axis of 1.48 and 1.23, respectively.
Two piston sizes~defined by the ratio of piston width/
spheroid minor axis! are considered for each spheroidal
shape. For thej051.35 spheroid, the width of the pistons are
0.34% and 1.68%, respectively, of the spheroid minor axis,
i.e., W/@(j0

221)1/2d#50.0034 and 0.0168. For thej051.72
spheroid, the corresponding widths are 0.38% and 1.91%,
respectively, i.e.,W/@(j0

221)1/2d#50.0038 and 0.0191. For
the relatively small pistons considered in the current study, it
was determined that an eight-point Gauss quadrature pro-
vided sufficient accuracy for all numerical integrations con-
ducted.

It is seen that the resistance is small for low values ofh
and rises~at a different rate for each case! ash increases. The
rate of increase of the resistance versush in each case is a
function of the acoustic size of the piston relative to the
spheroidal surfacej5j0, and is ordered by the numerical
value of W/@(j0

221)1/2d#. The reactance, while larger than
the resistance for small values ofh, rises to a peak value
somewhat smaller than unity then decreases ash increases.
In all cases, when the piston becomes acoustically large, the
radiation resistance tends to unity, and the radiation reac-
tance tends to zero, a result consistent with the radiation
impedance of pistons on the other baffle geometries~planar,
spherical, cylindrical, etc.!.

Figure 6 illustrates results for the normalized mutual ra-
diation impedancezi j 5r i j 1 ix i j for a pair of adjoining
square pistons located at the end of the spheroid, as a func-
tion of h with a50. The first piston is located at the tip
~hc51,fc50! of the spheroid, and the second piston adjoins
the first along one of its sides. For this case, the spheroid is
defined by j051.72, and the piston size is defined by
W/@(j0

221)1/2d#50.0191. It is seen that substantial interac-

FIG. 4. Normalized self-radiation resistance vsh of square pistons on pro-
late spheroid ends for~a! spheroid shape parameterj051.72, piston size
parameter W/@(j0

221)1/2d#50.0191, ~b! spheroid shape parameterj0

51.35, piston size parameterW/@(j0
221)1/2d#50.0168,~c! spheroid shape

parameterj051.72, piston size parameterW/@(j0
221)1/2d#50.0038, and

~d! spheroid shape parameterj051.35, piston size parameterW/@(j0
2

21)1/2d#50.0034.

FIG. 5. Normalized self-radiation reactance vsh of square pistons on prolate
spheroid ends for~a! spheroid shape parameterj051.72, piston size param-
eterW/@(j0

221)1/2d#50.0191,~b! spheroid shape parameterj051.35, pis-
ton size parameterW/@(j0

221)1/2d#50.0168,~c! spheroid shape parameter
j051.72, piston size parameterW/@(j0

221)1/2d#50.0038, and~d! spheroid
shape parameterj051.35, piston size parameterW/@(j0

221)1/2d#50.0034.
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tion occurs in the region belowh'100, and above that, the
interaction decreases appreciably and approaches zero.
Hence, although the pistons are adjoining, when the fre-
quency is high enough, the fields are spatially localized.
Thus, essentially no acoustic coupling occurs, the pistons
‘‘see’’ only their self-radiation impedance.

Results for the normalized mutual radiation resistance
and reactance for square pistons as a function of separation
anglef at three locations on the spheroid are shown in Figs.
7 and 8, respectively. These results are for a spheroid defined
by j051.35 and piston sizeW/@(j0

221)1/2d#50.0168, at
h560 with a50. In all cases, the center point of the first
piston is held at (hc5const,fc50), and the second piston
initially adjoins the first piston, then traverses the~h5const!
curve in the direction of increasingf forming a circular path.
The abscissa denotes the absolute separationDf in degrees
between the piston center points. The results ath50.8 illus-
trate the behavior near the tip of the spheroid, while those at
h50.1 apply to the region near the equator. It is seen that the
interaction decreases more rapidly for the case nearest the

equator. This occurs because near the equator, a given sepa-
ration angle corresponds to a greater separationdistancebe-
tween pistons than that near the tip of the spheroid.

For the same spheroid and piston geometry, Fig. 9 gives
normalized radiation impedance results for the case where
the separation distance between pistons is measured along
the h coordinate, atf50. Here, the center point of the first
piston is fixed at the tip of the spheroid (hc51,fc50), and
the second piston traverses the~f50! curve in the direction
of decreasingh along the spheroid. Note the abscissa plots
the quantity~12h!, whereh51 at the tip andh50 at the
equator of the spheroid. In contrast to the results in Figs. 7
and 8 ~where the separation distance is measured in thef
direction!, the results in Fig. 9~separation distance measured
in the h direction! show a more rapid decrease in the inter-
action as one moves away from the tip toward the equator.

VI. SUMMARY

Expressions for the self and mutual radiation impedance
for piston sources vibrating on a rigid prolate spheroidal
baffle have been developed. The special case of rectangular

FIG. 6. Normalized mutual radiation impedance vsh for two adjoining
square pistons on spheroid end for spheroid shape parameterj051.72, and
piston size parameterW/@(j0

221)1/2d#50.0191.

FIG. 7. Normalized mutual radiation resistance ath560 for square pistons
with size parameterW/@(j0

221)1/2d#50.0168, on a spheroid with shape
parameterj051.35, as a function of separation angleDf, for ~a! h50.1, ~b!
h50.5, and~c! h50.8.

FIG. 8. Normalized mutual radiation reactance ath560 for square pistons
with size parameterW/@(j0

221)1/2d#50.0168, on a spheroid with shape
parameterj051.35, as a function of separation angleDf, for ~a! h50.1, ~b!
h50.5, and~c! h50.8.

FIG. 9. Normalized mutual radiation impedance ath560 for square pistons
with size parameterW/@(j0

221)1/2d#50.0168, on a spheroid with shape
parameterj051.35, as a function of separation distance 12h for f50.
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pistons was derived and is given by Eq.~24!. Sample results
have been presented that illustrate the behavior of the radia-
tion impedance for different pistons and spheroids over a
wide frequency range. In addition, results were presented
that show the variation of the mutual impedance between
two pistons as a function of their separation distance. It is
noted that the radiation impedance for pistons of other
shapes on prolate spheroids is readily obtainable using the
equations derived in this paper.
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APPENDIX: GEOMETRICAL DESCRIPTION OF A
RECTANGULAR PISTON CONFORMAL TO A PROLATE
SPHEROIDAL BAFFLE

Consider a planar rectangular piston of widthW and
height H whose center point (xc ,yc ,zc) is tangent to the
surface of the spheroid at the point (xc ,yc ,zc ,j5j0), as
illustrated in Fig. 10. The anglea denotes the orientation of
the piston relative to its intersection with they5yc plane.
The equation of the plane containing the piston is given by

A~x2xc!1B~y2yc!1C~z2zc!50, ~A1!

whereA, B, andC are the direction cosines of the normal to
the spheroidj5j0 at the point (xc ,yc ,zc). This normalên

can be obtained from the cross product of the covariant vec-
tors êh and êf as follows:

ên5êf3êh , ~A2!

where

êh5
]x

]h
êx1

]y

]h
êy1

]z

]h
êz ,

~A3!

êf5
]x

]f
êx1

]y

]f
êy1

]z

]f
êz .

The substitution of Eq.~1! into Eq. ~A3! followed by the
evaluation of Eq.~A2! yields

ên5
d2

4
@j~12h2!1/2~j221!1/2cosf êx

1j~12h2!1/2~j221!1/2sinf êy1h~j221! êz#.

~A4!

The unit normal vector is defined by

û5
ên

uênu
5Aêx1Bêy1Cêz , ~A5!

where the direction cosines are given by

A5j~12h2!1/2~j22h2!21/2cosf,

B5j~12h2!1/2~j22h2!21/2sinf, ~A6!

C5h~j221!1/2~j22h2!21/2.

Now the equation of the line of intersection of the plane
y5yc with the piston is given by

x2xc

C
5

z2zc

2A
. ~A7!

Rotating this line an anglea about the normalên produces
the piston midlineab expressed by

x2xc

A9
5

y2yc

B9
5

z2zc

C9
, ~A8!

where the direction cosines are given by

A95
1

AA21C2
@2AB sina1C cosa#,

B95AA21C2 sina, ~A9!

C95
1

AA21C2
@2BC sina2A cosa#.

FIG. 10. Normal projection of the perimeter of a planar rectangular piston of widthW and heightH with its center point tangent to the spheroid at (xc ,yc ,zc).
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Letting a→a190° and following a similar procedure for
the midlinecd yields the direction cosines

A-5
1

AA21C2
@2AB cosa2C sina#,

B-5AA21C2 cosa, ~A10!

C-5
1

AA21C2
@2BC cosa1A sina#.

Now having obtained the direction cosines for the two
midlines, the corner pointson the surfaceof the spheroid
corresponding to the normal projection of the perimeter of
the planar piston of widthW and heightH @tangent to the
spheroid at the point~xc ,yc ,zc)# are given by

x15xc2~W/2!A92~H/2!A-,

y15yc2~W/2!B92~H/2!B-, ~A11!

z15zc2~W/2!C92~H/2!C-,

for corner 1,

x25xc1~W/2!A91~H/2!A-,

y25yc1~W/2!B91~H/2!B-, ~A12!

z25zc1~W/2!C91~H/2!C-,

for corner 2,

x35xc2~W/2!A91~H/2!A-,

y35yc2~W/2!B91~H/2!B-, ~A13!

z35zc2~W/2!C91~H/2!C-,

for corner 3, and

x45xc1~W/2!A92~H/2!A-,

y45yc1~W/2!B92~H/2!B-, ~A14!

z45zc1~W/2!C92~H/2!C-,

for corner 4. Finally, at each corner the value ofh is given by

h i5
Axi

21yi
21~zi1d/2!22Axi

21yi
21~zi2d/2!2

d
, ~A15!

wherei 51 – 4.
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Acoustic streaming induced by ultrasonic flexural vibrations and the associated convection
enhancement are investigated. Acoustic streaming pattern, streaming velocity, and associated heat
transfer characteristics are experimentally observed. Moreover, analytical analysis based on
Nyborg’s formulation is performed along with computational fluid dynamics~CFD! simulation
using a numerical solver CFX 4.3. Two distinctive acoustic streaming patterns in half-wavelength of
the flexural vibrations are observed, which agree well with the theory. However, acoustic streaming
velocities obtained from CFD simulation, based on the incompressible flow assumption, exceed the
theoretically estimated velocity by a factor ranging from 10 to 100, depending upon the location
along the beam. Both CFD simulation and analytical analysis reveal that the acoustic streaming
velocity is proportional to the square of the vibration amplitude and the wavelength of the vibrating
beam that decreases with the excitation frequency. It is observed that the streaming velocity
decreases with the excitation frequency. Also, with an open-ended channel, a substantial increase in
streaming velocity is observed from CFD simulations. Using acoustic streaming, a temperature drop
of 40 °C with a vibration amplitude of 25mm at 28.4 kHz is experimentally achieved. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1433811#

PACS numbers: 43.40.At@PJR#

I. INTRODUCTION

Acoustic streaming is a steady circular airflow occurring
in a high-intensity sound field. Two factors have been known
to induce acoustic streaming: spatial attenuation of a wave in
a free space and the friction between a medium and a vibrat-
ing object ~cf. Lee and Wang, 1990!. When sound waves
propagate, they are attenuated by absorption and scattered.
This attenuation is, in general, insignificant in a short dis-
tance of propagation. However, the propagation of a high-
intensity sound wave results in the attenuation of pressure
significant enough to create steady bulk airflow. This type of
streaming is usually associated with a medium of high vis-
cosity. The other type of acoustic streaming is attributed to
the friction between a vibrating medium in contact with a
solid wall ~cf. Ingard and Labate, 1950; Nyborg, 1958!. As
long as there is an oscillating tangential relative velocity, it is
not important whether the source of a relative motion arises
from either acoustic oscillations in the fluid or vibrations of
the solid. Both cases lead to frictional dissipation within
Stokes boundary layer. Unlike acoustic streaming resulting
from spatial attenuation, this streaming has two components:
inner and outer streaming. The inner streaming is created
within the boundary layer due to the friction between the

medium and the wall. Then, the inner streaming, in turn,
induces relatively large-scale steady streaming outside the
boundary layer. This process can be compared to the genera-
tion of electromagnetic field by a surface current on a con-
ductor ~cf. Lee and Wang, 1990!. It is reported that the
acoustic streaming is especially effective in promoting cer-
tain kinds of rate process occurring on the solid and fluid
interface including convective heat transfer, electrical effects,
changes in biological cells, and removal of loosely adhering
surface layers~cf. Nyborg, 1958!.

Faraday~1831! found that currents of air rise at dis-
placement anti-nodes on plates and descend at the nodes.
Rayleigh ~1945! performed the first theoretical analysis of
the acoustic streaming phenomenon. Further developments
of the theory were made by Schlichting~1955!, Nyborg
~1958!, and Lighthill ~1978!, where emphasis was placed on
the fundamental role of dissipation of the acoustic energy in
the evolution of the gradients in the momentum flux. In the
study of Jackson and Nyborg~1960!, acoustic streaming in-
duced by sonic longitudinal vibration is investigated. Acous-
tic streaming induced by ultrasonic flexural traveling waves
is studied for a micropump application and negligible heat
transfer capability of acoustic streaming is reported~cf.
Nguyen and White, 1999!. Fand and Kave~1960! and Gould
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~1966! studied heat transfer across a solid–liquid interface in
the presence of sonically induced acoustic streaming and
found that the effect of acoustic streaming was to cause the
convective heat transfer rate from the heated cylinder to in-
crease by a factor of 3. Gopinath and Mills~1993, 1994!
investigated convective heat transfer due to acoustic stream-
ing across the ends of a Kundt tube. Selected references give
an overview of the works done for investigating the heat
transfer characteristics of acoustic streaming~cf. Uhlen-
winkel et al., 1994; Vainshteinet al., 1995; Chenet al.,
1998!.

Most previous studies concentrated on acoustic stream-
ing induced by sonic longitudinal vibration in an enclosed
space such as a Kundt tube. Not much research on acoustic
streaming induced in an open space by ultrasonic flexural
vibration has been carried out. Ultrasonic excitation signifi-
cantly increases acoustic streaming velocity. As a result, cor-
responding convective heat transfer rate can grow to the ex-
tent equal to that of conventional fan-based cooling. In
addition, ultrasonic excitation permits silent operation. Em-
ploying flexural vibrations as a source of acoustic streaming
allows for a slim profile and low power operation because
flexural impedance of an elastic beam is generally far smaller
than longitudinal impedance. To take full advantage of this
promising technology, it is imperative to understand the na-
ture of formation of acoustic streaming, its transient charac-
teristics, streaming velocity, and associated enhancement of
convective heat transfer.

Therefore, the objective of this article is to investigate
the momentum and heat transfer due to the acoustic stream-
ing induced by ultrasonic flexural vibrations in an open en-
vironment. A primary focus is placed on experimental obser-
vations of the phenomenon, simulations employing
computational fluid dynamics software~CFX4!, comparison
with the existing analytical solution by Nyborg~1958!, and
cooling property.

II. EXPERIMENTAL OBSERVATIONS

A. Experimental apparatus

The experimental setup shown in Fig. 1 consists of a
beam and modules that contain a piezoelectric actuator and a
horn. The beam and horn are made of 6061-T6 aluminum
due to its excellent acoustical characteristics. The piezoelec-
tric actuator is a bolted Langevin type transducer~BLT! de-
signed to resonate at 28 kHz~Sashida, 1993!. The conical
horn is used to increase the amplitude of vibration provided
by the actuator. A conical geometry was chosen because it
not only gives a desired amplification ratio but also can be
easily machined. A mounting flange was included in the de-
sign of the horn and is located at the nodal lines where the
velocity of vibration of the horn goes to zero. This allowed
the mounting of the horn and BLT assembly onto a support-
ing base plate that was in turn bolted to the surface of an
air-driven vibration absorption table. The small end of the
horn was threaded to connect the beam with the horn using a
machine screw. The dimension of the beam is determined
such that one of the natural frequencies of the beam is lo-
cated in the vicinity of the resonant frequency of the actuator,

thereby maximizing the displacement of the beam for a given
power supply. The determined dimension is 10 mm wide, 1
mm thick, and 128 mm long. Frequency spectrum analysis of
the system reveals that at an excitation frequency of 28.4
kHz, maximum vibration amplitude of the beam is achieved.

B. Acoustic streaming near the vibrating beam

To visualize acoustic streaming near the beam, the beam
is excited at 28.4 kHz with the vibration amplitude of 10mm.
Acetone is sprayed onto the vibrating beam. When acetone
comes in contact with the beam, it becomes small droplets
and follows the airflow pattern near the beam until it com-
pletely evaporates. A fiber optic lamp locally illuminates the
region near the vibrating beam. Light is reflected from only
acetone droplets and the beam, making ambient air appear
black. The whole process is videotaped using a camcorder.
Figure 2 shows a snap shot of the process. Unique features of
acoustic streaming are observed. First, air rises above the
antinodes and descends toward the nodes. Since vibration
amplitude is not uniform along the length of the beam, the
maximum distance to which acetone droplets rise above the
antinodes are not uniform either. Second, there exist two

FIG. 1. Experimental setup.

FIG. 2. Acoustic streaming over a ultrasonically vibrating beam.
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distinctive circular airflows within the half-wavelength of the
beam~1 cm for this case!. Clearer acoustic streaming is ob-
served with bigger vibration amplitude.

C. Streaming in the gap

One interesting application of acoustic streaming con-
sidered in this study is the enhancement of convective heat
transfer. To this end, it is possible to envision that a heated
object is placed over a vibrating beam near which acoustic
streaming is induced. Then, the temperature of the heated
object is decreased due to forced convection caused by
acoustic streaming. Therefore, for heat transfer application, it
is important to study how the acoustic streaming pattern
changes when there is a stationary upper beam that repre-
sents a heat source.

A beam that is 1 cm wide, 2.5 cm thick, and 11 cm long
is placed 1 cm over the vibrating beam. The same visualiza-
tion process used for the case without an upper stationary
beam is performed at the gaps ranging from 2 mm to 1 cm. It
is observed that acoustic streaming in the gap is strong
enough to blow most acetone droplets out of the gap, making
it almost impossible to perform visual observation of acous-
tic streaming pattern. Therefore, CFD simulation presented
in Sec. IV is used to estimate acoustic streaming pattern and
velocity in the gap.

D. Enhancement of convective heat transfer

To measure the enhancement of convective heat transfer
due to acoustic streaming, a heat source containing an alu-
minum plate, a resistor, and a thermocouple is made. A de-
tailed schematic drawing of the plate is shown in Fig. 3. The
bottom of the plate is made of aluminum. The top is made of
Plexiglas that contains a 600-V resistor and a thermocouple.
The resistor is connected to a variable voltage power supply
and serves as a heater.

With the 600V resistor, the temperature of the plate can
be increased to 98 °C with the available power supply of 3.4
W. During the experiment, the room temperature was kept at
20 °C. The heat source is placed 1.5 mm above the vibrating
beam. As the temperature of the heat source reaches a
steady-state value of 98 °C, acoustic streaming is generated
by vibrating the beam at 28.4 kHz with the vibration ampli-
tude of 10mm. Then, the temperature changes of the plate

are measured using a thermocouple. Due to the inherent
noises in the voltage signal from the thermocouple, the sig-
nal is filtered through a low-pass filter and sampled at 20 Hz
using a data acquisition board. A temperature drop of 30 °C
is achieved in 4 min and maintained as shown in Fig. 4. As
the vibration amplitude is further increased to 25mm, a tem-
perature drop of 40 °C is achieved that is the maximum tem-
perature drop obtained with the current experimental setup.

When acoustic streaming is induced in the gap, there are
two possible major heat flow paths. The first one is convec-
tive heat transfer to ambient air in the direction parallel to the
heat source marked as heat flow path 1 in Fig. 5. In this path,
the heat from the heat source is taken away by airflow near
the heat source and transferred to ambient air at both sides of
the gap. The second path is convective heat transfer through
the vibrating beam marked as heat flow path 2. Due to the
recirculating nature of acoustic streaming flow pattern, in the
second path the heat from the heat source is transferred to the
vibrating beam and dissipated to ambient air.

To measure the heat transfer in path 1, the space be-
tween the heat source and the vibrating beam is enclosed
along the perimeter of heat source, thereby allowing heat to
flow only in path 2. As shown in Fig. 6, for the enclosed gap
case, the achieved temperature drop is 10 °C less than for the
open gap system, which is about a 33% decrease in the tem-

FIG. 3. Experimental setup for measuring enhancement of heat transfer.

FIG. 4. Measurement of temperature drop of the heat source.

FIG. 5. Heat flow paths.
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perature drop. In addition, to estimate the heat transfer in
path 2, changes in the temperature of the vibrating beam are
measured as shown in Fig. 7. When the heat source is heated
to 98 °C, the temperature of the lower beam is increased to
36 °C as a result of heat transfer through air. When induced,
acoustic streaming causes the temperature of the vibrating
beam to drop to 26 °C in 2 min, which is 6 °C higher than the
room temperature. It is also observed that the resulting tem-
perature drop changes with the gap.

III. THEORY

Nyborg ~1958! formulated the equation for near-
boundary acoustic streaming using successive approximation
method as

m¹2u22¹P21F50, ~1!

F[2r0^~u1•¹!u11u1~¹•u1!&, ~2!

where m is kinematic viscosity,r0 is constant equilibrium
density, u1 is oscillatory particle velocity,u2 is acoustic
streaming velocity,P2 is a steady-state ‘‘dc’’ pressure,F is

nonlinear driving forcing term, and̂& means a time average
over a large number of cycles. Without averaging,F contains
a dc part and harmonically varying terms. The former in-
duces acoustic streaming. When averaged over a relatively
long period of time, the effect of harmonically varying forc-
ing terms disappears and only the contributions from the dc
part appear in the solution. The acoustic streaming velocity,
u2 , approaches a constant value as the distance from the
vibrating beam approaches infinity. This time-independent
limiting velocity, UL , is given by

UL52
3

4v
U0S dU0

dx D , ~3!

wherev is excitation frequency andU0 is amplitude of the
irrotational velocity tangent to the boundary~cf. Andres and
Ingard, 1953!. To calculate outer acoustic streaming motion,
the limiting velocity, UL , is used as a slip velocity at the
solid surface by assuming Stoke boundary layer thickness
negligible ~cf. Lighthill, 1978!.

The amplitude of the tangential irrotational velocity,U0 ,
is obtained from the normal irrotational velocity,V, impos-
ing the zero-divergence condition assumed in the Nyborg’s
formulation. For a relatively small gap, the normal irrota-
tional velocity is assumed to be

V5Av coskbxS h2y

h D sinvt5V0 sinvt, ~4!

whereA is the peak vibration amplitude of an elastic beam,
kb is the bending wave number of the beam defined as
2p/lb wherelb is the wavelength of the beam, andh is the
gap between the vibrating beam and the stationary beam as
shown in Fig. 8. Equation~4! satisfies the boundary condi-
tions thatV at y50 is equal to the velocity of the vibrating
beam andV at y5h is zero. By making use of the zero-
divergence condition,]U0 /]x1]V0 /]y50, the amplitude
of the tangential velocity,U0 , is given by

U05
Av

2p S lb

h D sinkbx. ~5!

Upon substitution of Eq.~5! into Eq.~3!, UL can be rewritten
as

UL52
3

8
f lbS A

h D 2

sin 2kbx, ~6!

wheref is excitation frequency in Hertz.

FIG. 6. Effect of enclosing the heat source.

FIG. 7. Temperature drop of the vibrating beam.

FIG. 8. Simulation schematic drawing.
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First, note that, from Eq.~6!, any explicit dependence of
acoustic streaming velocity onm disappears although it
originates from the viscosity. Also, note that acoustic stream-
ing velocity is a function of the wavelength of the beam and
the gap in addition to the excitation frequency and the vibra-
tion amplitude.

IV. COMPUTATIONAL FLUID DYNAMICS „CFD…

SIMULATION

The length of the two plates for the computational simu-
lations is the same as the wavelength of the ultrasonic flex-
ural standing wave~UFSW!. The gap between the two plates
is small, i.e., 2–20 mm, and the maximum speed of the air is
less than 2 m/s. Thus, the Reynolds number based on the
given conditions is less than 1800, which is in the range of
laminar flow. The air speed in the gap is under Mach 0.3, so
that the incompressible fluid flow assumption may be appli-
cable for a first-order approximation. The governing equa-
tions ~cf. Kleinstreuer, 1997! for incompressible transient
laminar Newtonian fluid flow are continuity,

¹•vY50, ~7!

and linear momentum

]vY

]t
1~vY•¹!vY5

1

r
~2¹p1m¹2vY!. ~8!

The boundary condition for the lower vibrating plate of
the CFD simulation is the vertical displacement defined by

yp~x,t !5A~ t !•cos~2px/l!

where A~ t !5A0•sin~vt !. ~9!

HereA(t) is the vibration amplitude,l is the wavelength,A0

is the maximum vibration amplitude,v52p f is the angular
velocity of the wave,f is the frequency, andt is the time. The
two open sides constitute natural symmetry planes with zero-
gradient conditions.

The simulation covers more than 4000 periods with 16
time steps each to get the quasi-steady state solution. The
velocity vY, which contains harmonic terms and a ‘‘dc’’ term,
is calculated from Eqs.~7! and ~8!. The acoustic streaming
velocity ~v̄a,i , i 5x, y, andz! is obtained by averagingvY over
a period as follows:

v̄a,i5
1

Ta
E

0

Ta
v i dt, i 5x, y, and z, ~10!

whereTa is the period of ultrasonic vibration.

A. Numerical analysis

The computational fluid dynamics package CFX 4~AEA
Technology, Bethel Park, PA! was used for the numerical
simulation. CFX 4 is a control-volume-based solver and em-
ploys a structured, multi-block, body-fitted coordinate dis-
cretization scheme, which uses the SIMPLEC algorithm for
the pressure correction. The CFD simulation was run on a
SGI Origin 2000~400 MHz; multiple R12000 processors! at
the North Carolina Supercomputing Center~NCSC, RTP!.
Simulations consisted of first determining the instantaneous
velocity field, governed by Eqs.~7! and~8! with the moving

boundary condition defined by Eq.~1!. The time-averaged
velocity, i.e., acoustic streaming velocity, was calculated
with Eq. ~10!. CFX 4.3 employs a particular implementation
of an Algebraic Multi-Grid called Additive Correction. This
approach takes advantage of the fact that the discrete equa-
tions are representative of the balance of conserved quanti-
ties over a finite volume, making it ideally suited for the
discretization used. Coarser mesh equations can be generated
by merging the original finite volumes into larger ones. Thus,
they impose conservation requirements over larger volumes
and in so doing reduce the error components at longer wave-
lengths. The size and configuration of the computational do-
main used in this study were adjusted until an acceptable
level of grid independence of the final solution was achieved,
i.e., «<1024, where« represents the mass and momentum
residuals.

The algebraic equations are discretized with respect to
the computational space coordinates with implementation of
the appropriate boundary conditions, i.e., no-slip at the walls
and zero-gradients at the symmetry planes. A time-dependent
moving grid option was employed, based on a user-supplied
FORTRAN program, to solve for the airflow field induced by
ultrasonic flexible waves~UFW! at the vibrating plate
boundary. This program allows specifying time-dependent
grid positions on the lower wall surface at each time step as
defined in Eq.~1!. The typical size of the computational
mesh at about 2000 control volumes and about 3.0 CPU
hours on the SGI Origin 2000 were required to obtain the
quasi-equilibrium flow field solution. The time-dependent
waveform for the UFW was discretized nonlinearly into
about 16 time steps for each period. The numerical accuracy
of the model is further documented with validation results
discussed in the next section.

B. CFD results

Figure 9 shows the time evolution of vortices in the gap
between two infinite beams due to acoustic streaming. At
time t50, no airflow exists in the gap, and then the lower
beam starts to vibrate with the frequencyf 528.4 kHz, vi-
bration amplitude A520mm, and wavelength oflb

52.0 cm in a 2-mm gap between two beams. Four vortices
over a single wavelength emerge near the lower vibrating
beam@cf. Fig. 9~a!#. They appear between nodal points and
antinodal points of the vibrating beam with the two in the
center moving closer to each other@cf. Figs. 9~a!–~l!#. The
airflow patterns show an upward motion at antinodal points
and downward at nodal points, which is similar to the experi-
mental visualization shown in Fig. 2. After 610 pulses, a
steady streaming flow field is achieved@cf. Figs. 9~f!–~l!#.

Figure 10 represents the acoustic streaming velocity tan-
gent and normal to the beam along a fictitious vertical line
passing through a vortex center. The tangential and normal
velocities are zero at the vortex center~abouty50.072 cm!.
The tangential velocity reaches 70 cm/s near the lower vi-
brating beam and 30 cm/s near the upper beam. The normal
velocity is significant only near the nodal and antinodal
points, and near zero along the vertical line through the vor-
tex center as shown in the flow field of the converged solu-
tion in Fig. 9~l!.
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To observe the effect of changing excitation frequency,
vibration amplitude, and gap on the streaming velocity and
its patterns, a series of simulations was conducted. It is ob-
served that the vortical flow patterns are not influenced by
the simulation conditions but the magnitude of the acoustic
streaming velocity is strongly influenced. Therefore, for the
following analyses, only the variations of the streaming ve-
locity magnitude along a vortex center are compared and
discussed, except for the case of open ends in Sec. IV B 3.

1. Effect of vibration frequency

The effect of the excitation frequency on the acoustic
streaming velocity is measured. Of particular interest is to
observe a change in acoustic streaming velocity when the
excitation frequency becomes ultrasonic. If the excitation
frequency of the beam increases, the irrotational velocity
would also increase with the excitation frequency. This re-
sults in an increase in acoustic streaming velocity because
acoustic streaming velocity is proportional to the square of
the irrotational velocity~cf. Nyborg, 1958!. Therefore, the
effect of excitation frequency can be properly measured only
when the velocity of the vibrating beam is maintained at a
constant value. This can be achieved by decreasing the vi-
bration amplitude to an appropriate value. Detailed test con-
ditions are shown in Table I.

Figure 11 shows the maximum acoustic streaming ve-
locity in the 2-mm gap at an excitation frequency of 6, 12,
18, 28.4, and 50 kHz with corresponding vibration amplitude
values detailed in Table I. The results are obtained from CFD
simulation and the analytical solution based on Eq.~6!. It is
observed that the maximum streaming velocities decrease
with the excitation frequency. The maximum streaming ve-
locities at 28.4 kHz near the lower and upper beams are 66.2
and 30.6 cm/s, respectively. While the streaming patterns
around the lower beam are directly influenced by the beam
motion, those near the upper beam are induced by the
streaming flows from the lower beam. It is observed that the
airflow is attenuated in the process of inducing streaming
motions near the upper beam. As a result, the larger stream-
ing velocities are observed near the lower beam. As shown in

FIG. 9. Time evolution of the streaming velocity field for the base case.

FIG. 10. The streaming velocity through the vortex center.

TABLE I. System characteristics for CFD simulation.

Frequency
~kHz!

Vibration
amplitude~mm!

Velocity of vibrating
beam~m/s!

Wavelength
~mm!

6.0 93.0 3.5 48.0
12.0 47.0 3.5 34.0
18.0 31.0 3.5 28.0
28.4 20.0 3.5 20.0
50.0 11.0 3.5 17.0

FIG. 11. The maximum acoustic streaming velocity for constant vibration
velocity of the beam.
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Eq. ~6!, the acoustic streaming velocity is proportional to the
square of the vibration amplitude and the wavelength of the
vibrating beam that decreases with the excitation frequency.
Although the excitation frequency grows, a decrease in
wavelength and vibration amplitude offsets the increase in
the acoustic streaming velocity due to frequency increase. As
a result, both CFD simulation and the analytical solution
indicate that the maximum streaming velocity decreases with
excitation frequency.

Moreover, no significant change in acoustic streaming
velocity is observed as the excitation frequency becomes ul-
trasonic. The analytical solution does not include the attenu-
ation of flow, resulting in uniform streaming velocities across
the gap. Therefore the analytical solution can be compared to
the streaming velocity near the lower beam obtained from
CFD simulation. It is noted that an analytical solution formu-
lated based on Nyborg’s theory underestimates the acoustic
streaming velocity when compared to the CFD results, which
are based on the assumption of air incompressibility for
Ma,0.3.

2. Effect of vibration amplitude and gap

Figure 12 shows the maximum streaming velocities near
the beams for vibration amplitudes of 5, 10, 15, 20, 25, 30,
and 40mm with a gap of 2 mm at an excitation frequency of
28.4 kHz. The wavelength is 20 mm. The maximum stream-
ing velocity increases as the vibration amplitude increases
due to increase in the irrotational velocity. The maximum
irrotational velocity near the lower vibrating beam can be
calculated with the excitation frequency, the vibration ampli-
tude and wavelength of the beam, and the gap.

For vibration amplitude of 25mm, the maximum stream-
ing velocities near the lower and upper beams from CFD
simulation reach 100 and 45 cm/s, respectively. For the same
vibration amplitude, a maximum streaming velocity of 3.3
cm/s is obtained from the analytical solution. It is observed
that as the vibration amplitude grows, maximum streaming
velocity from both CFD simulation and the analytical solu-
tion increase in a similar trend, an increase with the square of
the amplitude but the analytical solution predicts signifi-

cantly smaller acoustic streaming velocity. An explanation
for this discrepancy requires further investigation.

Figure 13 represents the maximum acoustic streaming
velocity as a function of the gap between the vibrating beam
and the upper stationary beam. The maximum streaming ve-
locity decreases with the growth of the gap for both CFD
simulation and the analytical solution. It is also observed that
the analytical solution underestimates acoustic streaming ve-
locity as opposed to CFD simulation result. The difference
between the analytical and numerical results grows as the
gap increases because the analytical model is developed with
an assumption that the gap is small enough to presume a
linear variation of the normal irrotational velocity across the
gap.

3. Effect of beam end openings

Figure 14 shows the streaming velocity fields for the 2
mm gap, considering the lower beam to be one-and-a-half-
wavelength long~3 cm! and the upper beam one-wavelength
long ~2 cm! to observe the effect of an open-ended channel.
Vortical flow and flow entrainment are observed near the

FIG. 12. The maximum acoustic streaming velocity for different vibration
amplitude.

FIG. 13. The maximum acoustic streaming velocity for different gap size.

FIG. 14. The streaming velocity considering the entire system.
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ends of the upper beam. The vortex centers in the channel are
located atx50.3 and 0.65 cm with a symmetry condition at
x51 cm. Due to air entrainment, the flow field near the end
is disturbed, forming a small vortex~cf. enlarged Fig. 15!.
Figure 16 shows the magnitude of the acoustic streaming
velocity in the gap from a three-dimensional perspective. A
maximum streaming velocity occurs right at the openings of
the gap near the upper beam, which enhances the mixing of
flow between inside and outside the gap. The streaming ve-
locities near the lower beam are generally greater than those
near the upper beam except the maximum streaming velocity
occurring at the openings. The velocities observed with an
open-ended channel are greater than those without an open-
ing ~cf. Fig. 13!. The velocity near the lower beam reaches
up to 130 cm/s due to the flow entrainment and is almost
twice that of the 2-mm gap case without flow entrainment.
From this, one concludes that flow entrainment enhances the
flow speed and changes the flow pattern, resulting in en-
hanced cooling capability.

V. CONCLUSIONS

An investigation of acoustic streaming induced by the
ultrasonic flexural vibration is presented. The investigation
includes acoustic streaming pattern and its velocity along
with associated heat transfer characteristics. Acoustic stream-
ing patterns visualized using acetone corresponded well with
the prediction by Nyborg’s theory. Using acoustic streaming,
a notable temperature drop of 40 °C was obtained in 4 min
and maintained. Tests identifying major heat flow paths in-
dicated that both gaps and the vibrating beam serve as cru-
cial heat flow paths.

Employing CFD simulations assuming laminar incom-
pressible flow, it was shown that the vortical flows, observed
by experiment and predicted by acoustic streaming theory,
could be reproduced. Also, it was found that the streaming
velocity from the CFD simulation is far greater than the es-
timation from the analytical solution based on sonically in-
duced acoustic streaming assuming inviscid flow and a linear
variation of the normal~irrotational! velocity across a very
small gap~cf. Nyborg, 1958; Vainshteinet al., 1995!. This
result proves that the theoretical calculations based on soni-
cally induced acoustic streaming may not be extended to
estimate ultrasonically induced acoustic streaming velocities.
In other words, more comprehensive CFD simulations con-
sidering turbulent and/or compressible flow may be needed
to accurately predict ultrasonically induced acoustic stream-
ing flows.

With an open-ended channel, simulation revealed the ex-
istence of large flow entrainment at the channel ends, which
enhances convective heat transfer but cannot be captured
with the analytical solution due to the complexity of bound-
ary conditions. With a computational control volume mesh of
2000, the CFD simulation of the flow field induced by a
beam vibrating at an ultrasonic frequency is computationally
very intensive. It takes almost 10 CPU hours on the Cray
T-90 supercomputer and 90 CPU hours on SGI Origin 2000
to obtain a fully developed acoustic streaming flow field.
Although the CFD simulations are expensive, more accurate
and realistic results can be obtained including a three-
dimensional effect of acoustic streaming and the open-ended
channel.
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Grazing instabilities and post-bifurcation behavior
in an impacting string
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A theoretical and experimental investigation of the nonlinear dynamic response of a periodically
excited string subject to a knife-edge amplitude restraint is presented. The amplitude restraint
creates an impact condition as the amplitude of the response grows. The focus of this work is on the
influence of a grazing instability; this zero-velocity impact event leads to complicated,
post-bifurcation behavior ranging from multifrequency, periodic motion to chaos. In addition to
looking at the response numerically, parameter combinations leading to an incidence of grazing are
clearly identified in the excitation force excitation frequency parameter space using a multiple scales
perturbation analysis. Modeling issues, numerical difficulties, and experimental limitations are also
discussed. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1433806#

PACS numbers: 43.40.Cw@ANN#

I. INTRODUCTION

A wide variety of problems in science and engineering
involve impact events. Some simple examples include en-
gine valve closure, gears experiencing backlash, a moored
ship bumping into a dock, a pendulum contacting an ampli-
tude restraint, and a ball bouncing on a table, see Refs. 1–4.
The principle feature of theseimpact oscillatorsis that there
is a discontinuity in the stiffness at the onset of contact. This
highly nonlinear contact event is at the heart of the diverse
response characteristics previously reported.

Many studies of impacting systems have involved dis-
crete, single degree-of-freedom~DOF! models and have
shown a host of complicated behavior including period dou-
bling bifurcations, quasiperiodicity, high-period impacting
orbitals, and, of course, chaos. For the sake of numerically
computing the response of these single DOF systems, a two
model approach, shown in Fig. 1, is commonly taken. In the
free-play region@Fig. 1~b!#, the standard 1 DOF linear oscil-
lator is used. At the moment of impact (x5s), the equation
of motion switches to the two spring model shown on the
right-hand side of Fig. 1~c!. As contact is achieved and lost
between the mass and the wall, the governing equations are
toggled between these two single DOF models.

Early exceptions to studying low-dimensional, single
DOF systems have considered the motion of a continuous
beam subject to amplitude constraints at the tip.5–8 However,
even these models are 1 DOF in nature, since the beam is
discretized using a single mode Galerkin projection~result-
ing in a single ordinary differential equation!. In the free-
play region, a cantilevered shape function is used in the dis-
cretization. In the contact region, a clamped–pinned shape
function is used. So, once again, the solution is found by
switching between two governing ODE’s as contact is initi-
ated and lost.

More recently, solitary wave solutions have been inves-
tigated for a piecewise linear beam model.9 This particular
analysis did not involve a single mode discretization of the
governing equation and rendered two generic solution types.

The present work takes a theoretical, numerical, and ex-

perimental approach to examine the response of a tensioned
string subject to harmonic excitation and a knife edge ampli-
tude restraint. Practical realizations of an impacting string
system include moving textile threadlines, the fiber optic
cable drawing process, and wire electro-discharge machin-
ing. The idealized system under consideration is shown sche-
matically in Fig. 2. The principle objectives of this study are
~i! to identify parameter combinations which lead to the
zero-velocity grazing instability10,11 and ~ii ! to examine the
post-bifurcation behavior of the system.

II. EQUATIONS OF MOTION

To begin, the string is assumed to be a homogeneous,
1D elastic continuum. The knife-edge amplitude constraint is
modeled as a localized, stiff spring which is set off from the
equilibrium position of the string by a distances. In this
case, the strain energy per unit length of the system may be
expressed as

U5E
0

LF1

2
EAe21

1

2
Kd~x2xr !~v~x!2s!2Gdx, ~1!

wheree5u,x1v,x
2/21P/EA is the axial strain,u andv are

the axial and transverse deflections, respectively,E is the
elastic modulus,A is the cross-sectional area of the string,P
is the applied axial tension,L is the length of the string,d is
the Dirac delta function, andxr is the location of the re-
straint. The discontinuous restraint stiffness is given by

K5H 0 2`,v~xr !,s,

Large s<v~xr !,`.
~2!

The kinetic energy of the system is

T5
1

2E0

L

m@v,t
21u,t

2#dx, ~3!

wherem is the mass per unit length. Finally, the work done
on the string by the externally applied force is
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W5E
0

L

F sin~vt !d~x2x0!v~x!dx, ~4!

whereF is the excitation amplitude,v is the excitation fre-
quency, andx0 is the point of application of the force.

Using these expressions in Hamilton’s principle leads to
two partial differential equations of motion governing the
axial and transverse motion of the string. To further simplify
matters, the axial motion of the string is assumed to take
place quasistatically. This assumption is justified since our
attention will be focused near the first transverse resonant
frequency, which is typically much lower than the first axial
frequency. With this quasistatic stretching assumption, the
transverse equation of motion for the string is

mv,tt1cv,t2F E
0

L1

2

EA

L
v,x

2 dx1PGv,xx

1Kd~x2xr !~v~x!2s!5F sin~vt !d~x2x0!. ~5!

Viscous structural damping, given bycv,t , has been added
to capture the dissipative nature of the system. It should also
be noted that, with the exception of the amplitude restraint
stiffness, this equation is identical to the nonlinear string
model developed from a Newtonian point-of-view by
Narasimha.12 This equation is recast in nondimensional form

V,tt12zv1V,t2F E
0

11

2

EA

Pp2
V,j

2 dj1
1

p2GV,jj

1
KL2

Pp2
d~j2j r !~V~j!2s̄ !5

d~j2j0!

Pp2
F sin~Vt!, ~6!

where the displacement isV5v/L, the axial coordinate is
j5x/L, the gap size iss̄5s/L, z is the damping ratio,V
5v/v1 is the nondimensional forcing frequency, and time is
rescaled tot5tAPp2/mL2. This equation is discretized spa-
tially using a Galerkin procedure along with the expansion

V~j,t!5(
j 51

n

ai~t!sin~ ipj!. ~7!

The ith equation of motion, resulting from that procedure, is
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5
2 sin~ ipj0!

p2

F

P
sin~Vt!. ~8!

Nonlinearities arise in this equation from two sources:~i!
geometric nonlinearities associated with large deflections and
~ii ! the restraint stiffnessK, as defined by Eq.~2!. Also, note
that the ith linear natural frequency isv i5Ai 2Pp2/mL2

rad/s and that time has been rescaled with the first natural
frequency.

III. NUMERICAL SIMULATION

In the impacting regime, numerical solutions to Eq.~8!
will be sought. However, before proceeding, it is important
to ensure that reliable solutions are obtained. There are four
primary challenges to obtaining such solutions. The first
stems from the large stiffness discontinuity which occurs at
impact; the governing equations@Eq. ~8!# often become nu-
merically stiff at impact, meaning that the eigenvalues of the
local Jacobian matrix range over several orders of magni-

FIG. 1. A schematic of a common single degree-of-
freedom model for impact problems.

FIG. 2. An overhead schematic of the vibrating string system, including the
knife-edge amplitude restraint and periodic excitationF(t).
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tude. To remedy this problem, an adaptive step, hybrid inte-
gration routine is used. This routine uses Geer’s method dur-
ing nonstiff portions of the solution and automatically
switches to a backwards difference method, which is slower
but extremely stable, during the stiff portions. Second, it is
crucial to determine the exact moment of impact, since this
will have a tremendous influence on the computed response.
However, it is also computationally inefficient to use an ex-
tremely small time step throughout the simulation. To over-
come this difficulty, the equations of motion are recast as
described by Henon.13 In this new form, the instant of impact
is easily determined without having to resort to an extremely
small time step. Third, due to the finite expansion of the
displacement field in Eq.~7!, the issue of modal convergence
arises. Typically, 20 terms (n520) were retained; the addi-
tion of more terms did not change the qualitative character of
the response or the parameter values associated with the ob-
served bifurcations. The final challenge involves the transient
dynamics. Transient oscillations, induced at the start of im-
pacting, die slowly in this lightly damped system. In all cases
presented, 250 forcing cycles are allowed to elapse before
the response is considered to be at steady state.

IV. EXPERIMENTAL STUDY

A. Experimental system

A schematic of the experimental setup is shown in Fig.
3. It consists of a tensioned bass guitar string~a!, an electro-
mechanical shaker~b!, a force transducer~c!, a knife-edge
constraint~d!, and a displacement sensor~e!. The shaker was
driven by a power amplifier~f! and a wave form generator
~g!. This system also employed a control system that helped
maintain a constant forcing amplitude, even during large am-
plitude deflections of the string.

The sinusoidal force was provided by an electrome-
chanical shaker in they direction, such that motion occurred
in the (x,y) plane. A lightweight aluminum stinger was at-
tached to the shaker armature and used to deliver the periodic
force to the string. The threaded end of the stringer was
connected to the string by means of two nuts, which were
sinched down to pinch the wire~j!. A PCB force transducer
was attached to the stringer to monitor the force supplied by
the shaker. The data acquisition software was able to monitor
the amplitude of the applied load to two decimal places.
However, distortions in theshapeof the wave form, occur-
ring during impacts, could not be monitored quantitatively.
Fortunately, the onset of these distortions were dramatic and
easily identifiable.

The impact condition was realized by a wedge-shaped
aluminum block~d!. The block was mounted to a fixture that
allowed the wedge location to be moved~varyingj r) and the
gap separation to be changed~varying s̄).

The planar displacement of the string was monitored
using a noncontacting displacement sensor~e!. The sensor
produced a voltage proportional to the displacement of the
wire from its equilibrium position. Because the sensor can
only detect small motion, it was mounted atj50.035, where
the motion was expected to be small.

The string was made of a solid wire core of diameter
0.31 mm. Wire windings around this core increased the net
string diameter to 2.31 mm. Because the inner core was pri-
marily responsible for sustaining the axial tension~the wind-
ings are expected to take up very little of the axial load!, the
axial rigidity EA was calculated using only the inner core
area. An axial tension ofP545 N was applied by mounting
the left end of the string and using a spring scale (k) to
deliver the load to the right end. With this load applied, the
right end was clamped down.

The parameters of the system under consideration in-
clude the string lengthL50.6 m; the load applied atj0

50.933; the knife-edge restraint located atj r50.3; the dis-
placement sensor at the right end of the string atjs50.035.
The wire has a Young’s modulus ofE52053103 MPa and a
mass per unit length ofm50.020 95 kg/m2. Using the log–
dec method, the damping ratio was found to bez50.005.
Under these conditions, the fundamental linear natural fre-
quency isv1538.6 Hz.

B. Experimental procedure

There were two experimental goals. The first was to de-
termine the nonimpacting amplitude-frequency response dia-
gram. This would validate the governing equations in the
freeplay region. The second goal involved measuring the pa-
rameter combinations of the forcing amplitude and driving
frequency (F,v) that led to the initiation of impacts. The
procedures for obtaining the necessary data are outlined be-
low.

For the first series of tests, the system was setup as de-
scribed in the preceding section, but with the knife-edge re-
straint removed. A sinusoidal excitation was applied to the
wire and the frequency was swept in order to determine ex-
perimentally the natural frequency. Having completed this,
the excitation frequency was then set at 40% of the first
natural frequency. The system was driven at this frequency
for approximately 30 s to ensure transients had decayed. The
voltage from the displacement sensor was then read by a
LabVIEW data acquisition program, which recorded the
peak-to-peak displacement of the string at the sensor. The
excitation frequency was incremented by 1 Hz and the pro-
cedure was carried out again. This process was continued
until the frequency reached approximatelyV51.4. In an at-
tempt to capture any dramatic hysteresis, the entire proce-
dure was repeated, starting at a frequency ofV51.4 and
gradually decreasing through resonance.

The second series of tests involved predicting the pa-
rameter combinations (F,v) that correspond to the transition
from no-impact to impact. To accomplish this, the displace-

FIG. 3. A diagram of the components comprising the experimental setup.
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ment sensor was removed and the knife-edge amplitude re-
straint was attached to the system. The positive terminal of a
DC power supply was attached to the right end of the string,
which was hanging through the end support~see Fig. 3!. The
negative terminal of that same power supply was connected
to a light bulb, which was also in electrical contact with the
amplitude restraint. If the vibration caused the string to con-
tact the restraint, the circuit would be completed and the light
would blink. This closed circuit was also connected to the
LabVIEW software, which recorded the first incidence of
contact. To develop the required parameter plot, the fre-
quency was fixed and the forcing amplitude was increased
~quasistatically! until contact was detected. The force was
turned down and the frequency was incremented. After tran-
sients died out, the force was gradually increased again until
contact was detected. Repeating this process, gives the re-
quired parameter diagram.

V. PARAMETER STUDY—INITIATION OF GRAZING

Consider gradually increasing the excitation frequency
from a small value. As the first natural frequency is ap-
proached, the response amplitude atj r will grow until it
eventually equals the gap separations̄. At the peak of this
motion, the stringgrazesthe knife edge. This zero velocity
impact can lead to a variety of post-grazing responses as the
frequency is increased; this will be demonstrated in Sec. VI.
As a result, it would prove useful to knowa priori what
combinations of the forcing amplitude and frequency lead to
grazing.

Grazing occurs when the response amplitude atj r

equals to the gap distances̄. These parameter combinations
are found using two methods:~i! a linear analysis for small
gap separations where the response amplitude need not be
large for impact and~ii ! a multiple scales perturbation analy-
sis for moderate gap separations, where the motion is weakly
nonlinear.

A. Linear motion

If it is assumed that the displacement is less than one
diameter,s̄,O(d), it is reasonably safe to assume that the
motion is nearly linear. For simplicity, it is also assumed that
only one mode~the ith! participates. Under these assump-
tions, the nonlinear terms are eliminated from Eq.~8! and
only the ith equation of motion remains. Letting the ampli-
tude uV(j r)u equals̄ gives the grazing condition

2 sin~ ipj r !

p2

F

P
5

s̄

sin~ ipj r !
A@ i 22V2#21@2zV#2. ~9!

It is important to recognize that the actual deflection of the
string is made up of the sum of all of the modes. Hence, this
one-mode-at-a-time approach does not give a completely ac-
curate picture of the motion, since modes may sum construc-
tively or destructively at different locations. Nonetheless,
near theith resonant frequency, these results should prove
satisfactory since theith mode will dominate the response.

B. Nonlinear motion: A perturbation analysis

The method of multiple time scales is used to obtain the
response amplitude of the string in the free-play region.
Again, a single mode approach is taken. The analysis pre-
sented here is limited to first nonlinear order, though higher
order solutions could easily be found. To begin, the equation
of motion is rescaled. Specifically, the modal amplitude is
recast asai5e1/2Ai which leads to

Äi1bȦi1 i 2Ai1keAi
35e21/2F sin~Vt!, ~10!

wheree is a small positive parameter,b is a damping coef-
ficient,

F5
2 sin~ ipj r !

p2

F

P

is a nondimensional forcing amplitude@see Eqs.~8! and~9!#,
and

k5
EA

P

~ ip!4

4

is the coefficient to the cubic nonlinearity@see Eq.~8!#. Two
new time scales are also introduced,

Tn5enVt, n50,1. ~11!

T0 is the fast time scale andT1 is a slow time scale that
captures the effects of damping, nonlinearity, and the exter-
nal excitation. Derivative operators on the original time scale
t may be expressed in terms of the derivatives on the new
time scales as

d

dt
5V~D01eD11¯ !, ~12!

d2

dt2
5V2~D0

212eD0D11¯ !, ~13!

whereDi is a derivative operator on theith time scale. Next,
the rescaled modal amplitude is expressed to first nonlinear
order as a uniform expansion in the new time scales,

Ai5 (
n50

1

enan~T0 ,T1!. ~14!

The excitation amplitude and the damping coefficients
are intentionally reordered so that they will appear at the first
nonlinear order:F5e3/2F1 andVb5eb1 . Finally, only ex-
citation frequencies near theith nondimensional natural fre-
quency are considered. In other words,

V25 i 21es1 , ~15!

where s1 represents the amount of detuning from theith
resonant frequency. These definitions are substituted into the
discretized equation of motion, Eq.~10!, and collected into
groups with like powers ofe. The linear order equation,
O(e0), is

D0
2a01a050. ~16!

The solution to Eq.~16! is
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a05C0~T1!ej vt1C̄0~T1!e2 j vt, ~17!

where j 5A21 is the imaginary number and the overbar
denotes the complex conjugate. The unknown coefficient,
C0 , is a slowly varying complex amplitude which will be
determined at the next order. The first nonlinear order equa-
tion, O(e), is

D0
2a11a15

1

i 2 F2b1D0a022i 2D1D0a02ka0
3

2s1D0
2a01

F1

2
~ejT01e2 jT0!G . ~18!

Substitutinga0 , as given in Eq.~17!, into the right-hand side
of Eq. ~18! enables a solution fora1 . However, there are
terms on the right-hand side that are proportional toe6 jT0,
creating a resonance condition fora1 . To ensure thata1

remains bounded, thesesecular terms are set to zero. This
procedure yields

2b1 jCa22i 2 jD 1Ca23kCa
2Ca1s1Ca1 1

2F150. ~19!

For steady motion, the derivative on theT1 time scale is
zero:D1Ca50. Also, becauseCa is complex, it may be ex-
pressed in polar form asCa5 1

2Mej f. Substituting this ex-
pression into the secular equation renders two algebraic
equations~arising from the real and imaginary parts of the
equation! for the amplitudeM and the phasef:

2VbM2F sin~f!50, ~20!

2 3
4kM31~V22 i 2!M1F cos~f!50. ~21!

These nonlinear algebraic equations may be solved using a
Newton–Raphson solution technique.

These equations may be used in two ways. First, by
prescribing the forcing frequency and amplitude, the re-
sponse may be determined (M andf!. Alternatively, the fre-
quency and amplitude may be specified~i.e., M could be set
equal tos̄), and the necessary force could be determined. It
is the second approach which will be used to develop the
desired parameter diagrams.

C. Parameter study—Results

Figures 4~a! and ~b! show the parameter combinations
that lead to impact for a separation ofs̄50.001 67~s51.0

FIG. 4. Parameter combinations leading to the initiation of impacting motion.~a! and~b! Correspond to a small gap sizes̄50.001 67~linear and nonlinear,
respectively!, while ~c! and ~d! correspond to a larger gap sizes̄50.005~linear and nonlinear, respectively!.
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mm!. Experimental results are given by the3 symbols while
the linear and perturbation results are given by the solid lines
in Figs. 4~a! and ~b!, respectively. For this small separation
size, where linear motion is expected to dominate, both ana-
lytical techniques render good predictions below resonance.
As the frequency approachesV51, the force required to
cause impact decreases because of the amplitude amplifica-
tion associated with resonance. Above resonance~say, above
V51.1!, neither predicts impact accurately. This loss of con-
sistency occurs because of shaker-string coupling in the ex-
perimental system. This coupling produced another weak
resonance; it’s mode shape has a node at the point of appli-
cations of the force and zero deflection to the right. This is
sketched in Fig. 5~b!. However, this mode is not resonant in
the typical sense. There was not a peak in the amplitude as

the frequency was changed. Rather, it’s amplitude stayed
roughly constant over a range of frequencies (1.1<V
<1.5).

For a slightly larger gap size,s̄50.005~s53 mm!, the
parameter diagrams are shown in Figs. 4~c! and ~d!. The
linear analysis@Fig. 4~c!# predicts that the minimum required
force level occurs at the linear resonanceV51. But the mini-
mum for the experimental results occurs at a higher fre-
quency and at a higher force level. This may be explained as
follows: the larger gap separation suggests that larger~non-
linear! oscillations must take place for impact to occur. The
hardening characteristics of the string system imply that
more force will be required to reach this amplitude~since the
system has stiffened! and that the maximum amplitude is
achieved above the linear resonance~see Fig. 6 in the next
section!. The perturbation results@Fig. 4~d!# clearly demon-
strate these trends, as the minimum has shifted up and to the
right of V51. As with the small gap separation tests, agree-
ment between theory and experiments breaks down at higher
frequencies as the weak shaker-string coupled resonance be-
gins to take effect.

VI. RESPONSE CHARACTERISTICS

A. Vibrations in the absence of the amplitude
restraint

In the absence of the amplitude restraint, the system re-
turns to the classic nonlinear string. Figure 6 shows both the
experimental and analytical amplitude versus frequency re-
sponse diagram for the string, under an excitation amplitude
of 1 N. Thes ~1! symbols indicate an increasing~decreas-
ing! frequency sweep. The solid lines were generated using
the perturbation solution. The experiments and analysis show
reasonable qualitative and quantitative agreement. In terms
of their qualitative trends, both clearly show that the re-
sponse diagram bends to the right of the traditional linear
~upright! response diagram, indicating a hardening system.

FIG. 5. Two differentfirst modevibration patterns. The first is the tradi-
tional first mode. The second has a dead zone to the right of the applied
force and is caused by string-shaker coupling.

FIG. 6. The amplitude versus excitation frequency re-
sponse diagram in the absence of impacts. Results from
the experiment and the perturbation analysis are shown.
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Furthermore, both demonstrate an obvious dynamic hyster-
esis region, in which multiple periodic solutions coexist.
Quantitatively, the amplitudes are close together over a range
of frequencies. Also, the bifurcation frequencies, which pro-
duce the jump-in-amplitude, show reasonable agreement—
though agreement is better for the jump down than for the
jump up.

B. Impacting response behavior

The remainder of the results presented here are based
purely on the numerical simulation of the equation of mo-
tion. Although attempts were made to obtain experimental
results, it became impossible to maintain a constant force
amplitude due to the coupling between the string and the
shaker. This coupling distorted the shape and amplitude of
the input force wave form, and became stronger as the re-
sponse grew and became less periodic. Hence, any agree-
ment between the theoretical and experimental results would
have been mere coincidence.

Figure 7 shows the steady-state string response as a
function of the nondimensional excitation frequency. The re-
sponse is taken atj5j r50.3 and is Poincare´ sampled~once
per forcing period! at zero phase relative to the excitation. At
a frequency ratio ofV50.9 the string is not contacting the
knife edge and it is undergoing a period-one response. As the
frequency ratio is increased, grazing occurs atV50.9936.
Immediately thereafter, the response ceases to be a simple,
single frequency period-one oscillation. Higher period mo-
tion and chaos ensue~as will be discussed, shortly!. How-
ever, several period-one windows emerge, notably in the
ranges 1.088,V,1.12 and 1.1360,V,1.155. At still
higher frequencies, the response jumps down to a simple
periodic motion.

Figure 8 shows some of the individual responses de-
picted in the response diagram. Figures 8~a!, ~b!, and ~c!
correspond toV50.9936, which is the grazing frequency
where impacts are initiated. The time response is shown in

Fig. 8~a! and appears to be a period one oscillation. Figure
8~b! shows the associated velocity versus displacement tra-
jectory ~the pseudo-phase plane! for 40 orbits. This diagram,
more than any other, clearly demonstrates the idea of graz-
ing. The trajectorygrazesthe amplitude restraint@at V(j r)
5s̄5531023] with zero velocity before moving away. The
associated power spectrum is shown in Fig. 8~c! and indi-
cates that this response is dominated by a single frequency.

Figures 8~d!, ~e!, and ~f! give the response atj r inside
one of the periodic windows:V51.100 37. In Figs. 8~d! and
~e!, the displacement never exceedss̄50.005, as required by
the stiff impact condition. Again, 40 cycles are shown in Fig.
8~e!, demonstrating the complicated, yet periodic, character
of the response. The power spectrum indicates that this peri-
odic impacting motion has many frequencies participating.

Finally, Figs. 8~g!, ~h!, and ~i! show a nonperiodic re-
sponse atV51.124 87. While the gross motion of Fig. 8~g!
looks somewhat periodic, Fig. 8~h! clearly shows that the
motion is nonperiodic. The power spectrum of this response,
Fig. 8~i!, has the broadband characteristics commonly asso-
ciated with chaos.

One hallmark of a chaotic oscillation is that the phase
space experiences both folding and stretching—giving the
attractor a fractal structure. This can be described by the
exponential divergence of nearby trajectories over short
times in the phase space. The exponential divergence ac-
counts for the stretching of the attractor. The expression ‘‘for
short times’’ implies that these trajectories do not wander off
indefinitely, since the attractor must be bounded; this ac-
counts for the folding. Hence, quantifying this divergence
~or, alternately, convergence! is one of the few definitive
tests for chaotic motion. This is done in terms of Lyapunov
exponents.

The technique for computing the Lyapunov exponents is
described briefly here. A more thorough discussion may be
found in the papers by Wolfet al.14 and Abarbanel.15 To
begin, the system is integrated to steady state using the full

FIG. 7. A numerically generated amplitude versus ex-
citation frequency response diagram, which includes
impacts. Note the apparently chaotic portions as well as
the periodic windows in the response.
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nonlinear equations of motion, Eq.~8!. Again, 20 modes
have been incorporated, meaning that the phase space is 40
dimensional. Integration is temporarily stopped and the cur-
rent time is defined ast0 . Forty initial conditions are pre-
scribed d(t0) away from the steady state solution—one

along each of the phase space directions. This forms a 40-
dimensional hypersphere, whose center is the actual trajec-
tory of the string~dubbed thefiducial trajectory!. Integration
is resumed, with the fiducial trajectory being integrated with
the full nonlinear equations. The equations governing the

FIG. 9. The Lyapunov spectrum for the response at
V51.124 87@see Figs. 8~g!–~i!#.

FIG. 8. Three numerical responses are shown.~a!–~c! Show the grazing response, where the trajectory impacts the restraint with zero velocity2V50.9936.
~d!–~f! Is the response in one of the periodic windows,V51.00 37.~g!–~i! Shows the aperiodic~chaotic! response,V51.124 87.
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motion of the perturbed trajectories are linearized about the
fiducial. As the sphere of initial conditions deforms under the
action of the equations of motion, the relative stretching or
compression of these axes may be computed by the formula

l i5
1

t2t0

lnS d i~ t !

d~ t0!
D . ~22!

These are the Lyapunov exponents for the motion. Of
course, the exponents are calculated a number of times and
averaged. This simply allows the results to be averaged over
the attractor to give a more representative measure of the
divergence.

The Lyapunov exponents have been calculated for the
responseV51.124 87@Figs. 8~g!–~i!# and are shown in Fig.
9. Here the 40 exponents are plotted as a function of the
number of times the exponents are calculated. This figure
shows that 39 are negative and one is positive with a value of
0.945. As a result, the aperiodic response is confirmed to be
chaotic. But since only one exponent is positive and it is
small, it is evident that the divergence is not very strong and
the motion may be classified as weakly chaotic. This is con-
sistent with the rather periodic looking response shown in
Fig. 8~g!.

VII. CONCLUSIONS

This paper details some new results on the vibrations of
a periodically excited string subject to an amplitude restraint.
The amplitude restraint sets up an impacting condition,
which provides a discontinuity in the stiffness. The principle
focus of this work is to examine the grazing instability and
the post-bifurcation response. First, this involves describing
approximately the excitation parameter combinations (F,V)
that lead to grazing. The response is then considered at a
variety of excitation frequencies. It is shown that the grazing
event leads to a nonperiodic response at higher frequencies,
though periodic windows do appear in some frequency
ranges. Typical responses are examined using its time re-

sponse, pseudo-phase plane projection, and the power spec-
trum. These responses ranged from the grazing incidence, to
periodic impacts, to chaos. In the case of chaos, the response
was confirmed by a Lyapunov exponent calculation. In all,
these results shed light on some of the complicated response
behavior that occurs in a periodically excited string subject
to an amplitude restraint.
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This paper is concerned with the scattering from a submerged~heavy fluid! bilaminate spherical
shell composed of an outer layer of steel, and an inner layer of radially polarized piezoelectric
material. The methodology used includes separation formulas for the stresses and displacements,
which in turn are used~coupled with spherical harmonics! to reduce the governing equations to
linear systems of ordinary differential equations. This technique uses the full equations of elasticity
rather than any of the various thin-shell approximations in determining the axisymmetric scattering
from a shell, normal modes of vibration for the shell, as well as voltages necessary for annihilation
of a scattered pressure due to insonification of the shell by an incident plane wave. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1428749#

PACS numbers: 43.40.Fz, 43.40.Rj, 43.40.Vn@EGW#

I. INTRODUCTION

Piezoelectric materials have for some time been impor-
tant in the study of transducers, and of particular interest to
the Navy in the area of underwater acoustics.1 Use of piezo-
electric materials in applications involving active acoustic
control of structures has more recently become an important
area of research,2–4 and while there has been much written
on the subject of active acoustic control for light fluid-loaded
structures, there has been decidedly fewer publications re-
garding active control of structures constrained by a ‘‘heavy’’
fluid.5,6

In a recent article, Chen7 considered the free vibrations
of laminated piezoelectric hollow spheres by applying a
normal-modes methodology involving a decomposition of
the stress and displacement fields referred to as the ‘‘state-
space’’ method. In addition to spherical geometries consid-
ered here, the state-space methodology has been used to find
modes of vibrations for circular and rectangular plates as
well.8,9 The decomposition of field variables, as it applies to
spherical geometry originated with the work of Hu.10 In most
of the papers that apply state-space methods,in vacuonatu-
ral frequencies are the sought-after quantities. An exception
is the paper by Ding and Chen,11 which reports on the natural
frequencies for an elastic spherically isotropic hollow sphere,
submerged in a heavy fluid. That paper does not, however,
consider the scattering problem, nor is the issue of applying
a piezoelectric layer for the purpose of active acoustic con-
trol addressed.

In many ways, the state-space method used by Chen is
reminiscent of wave-number integration techniques used for
acoustic wave propagation in marine layers12 and the
Thomson–Haskell method13 originally used in seismology.
In each of these methods, a system of first-order differential
equations is derived with thickness coordinate as the inde-
pendent variable, while dependent variables are combina-
tions of stresses and displacements. Unlike ‘‘flat,’’ layered
media, which may be comprised of isotropic or anisotropic
elastic materials for which constant coefficient Stroh
matrices14 are produced, the spherical geometry of the

present problem introduces a matrix with variable coeffi-
cients. Furthermore, for the flat, layered media, the lateral
extent of the layers is usually taken to be infinite with the
result that all dependent field variables are represented by
plane waves that have equivalent functional dependence in
terms of the lateral independent variables in order to phase
match across layers. With this assumption, an ordinary dif-
ferential equation with constant coefficients results for each
layer. For the spherically layered structure, expanding all
field variables in terms of spherical harmonics eliminates lat-
eral variable dependence. The primary difference between
state-space methods and other matrix techniques is the de-
composition of field variables into two groups prior to the
application of normal modes. For the problem addressed in
this report, this decomposition is particularly useful, since in
calculations involving the scattering and radiation of acoustic
pressures into the fluid medium encompassing the sphere,
only one of the two ‘‘groups’’ need be considered.

The paper is summarized as follows. The governing
equations are derived in the next section, followed by a short
description of the solution methods and comparisons to pre-
viously reported results. Determinations of the scattering
properties for the spherical shell as well as modal voltage
potentials necessary to actively cancel scattered pressures
from the shell are then given. Numerical results applied to
the particular case of a bilaminate sphere are reported.

II. GOVERNING EQUATIONS

Governing equations for an elastic spherical shell are
given below. From these, it is a relatively simple matter to
include the piezoelectric effects as additive terms to the gov-
erning equations for a piezoelectric shell. Ultimately, both
will be needed in the analysis of a bilaminate shell. Using
abbreviated subscripts,15 strain variables in spherical coordi-
nates are
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2Srf
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G
5F ]w/]r

w/r 1~1/r !]u/]u
w/r 1~cotu/r !u1~1/r sinu!]v/]f

~1/r sinu!]u/]f1~1/r !]v/]u2~cotu/r !v
~1/r sinu!]w/]v1]v/]r 2~1/r !v

~1/r !]w/]u1]u/]r 2~1/r !u

G , ~1!

wherew, u, andv are displacements in the radial, longitudi-
nal, and latitudinal directions, respectively.

The stress/strain relationship for an isotropic homoge-
neous elastic substance is given by

Trr 5~l12m!Srr 1l~Suu1Sff!,

Tuu5~l12m!Suu1l~Srr 1Sff!,
~2!

Tff5~l12m!Sff1l~Suu1Srr !,

Tuf52mSuf , Trf52mSrf , Tru52mSru ,

while the governing equilibrium equations are

¹•T5r
]2

]t2 Fw
u
v
G . ~3!

Introducing new dependent variables related to the stress

s5rT , ~4!

and multiplying the equations of motion byr 2, they become

¹2s rr 1s rr 2~suu1sff!1
1
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]s rf

]f
1cotus ru

1
]s ru

]u
5rer

2
]2w
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¹2s ru12s ru1cotu~suu2sff!1
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12 cotusuf1

]suf

]u

5rer
2

]2v
]t2 ,

where¹25r (]/]r ).
A similar set of equations can be derived for the piezo-

electric shell. The strain elastic equations and the divergence
of the stress are equivalent, but the stress quantities must
now be amended due to the fact that the material is radially
anisotropic, and because the additional piezoelectric effect
must be accounted for.

For radial polarizations of the piezoelectric layer, one
can introduce a Bond matrix to transform the constitutive
relationships from those of a flat piezoelectric layer with po-
larization in thez direction, to a radial polarization. Applying
these transformations, the piezoelectric, dielectric, and stiff-
ness matrices for a 6-mm crystal~PZT! can be determined.
For the piezoelectric equations,15 using stress and electric
displacements as dependent variables, total stresses acting on
the piezoelectric material are

Trr 5c33Srr 1c13~Suu1Sff!1e33

]F

]r
,

Tuu5c11Suu1c13Srr 1c12Sff1e31

]F

]r
,

Tff5c11Sff1c12Suu1c13Srr 1e31

]F

]r
, ~6!

Tuf52c66Suf ,

Trf52c44Srf1e15

1

r sinu

]F

]f
,

Tru52c44Sru1e15

1

r

]F

]u
,

where the electric field has been represented by the negative
gradient of an electric potential under the quasistatic
approximation15 (E52¹F). The electric displacement vec-
tor in terms of the strains and electric potential function of
the new coordinate system is

Dr5e33Srr 1e31~Suu1Sff!2«3

]F

]r
,

Df52e15Srf2«1

1

r sinu

]F

]f
, ~7!

Du52e15Sru2«1

1

r

]F

]u
.

The governing equation for the electric displacement given
the quasistatic approximation is that the divergence of the
electric displacement vanishes

1

r 2

]

]r S r 2
]Dr

]r D1
1

r sinu

]

]u
~sinuDu!1

1

r sinu

]Df

]f

50. ~8!

As was done for the isotropic, homogeneous elastic
equations, the equations of motion~and electric displacement
equation! are scaled byr 2 and new dependent variables for
the stress and electric displacement are introduced

t5rT and d5rD . ~9!

The equations of motion for the piezoelectric layer can then
be written
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III. SEPARATION OF VARIABLES USING POTENTIAL
FUNCTIONS AND THE STATE-SPACE METHOD

For both the elastic and piezoelectric layers the same
procedure of ‘‘separation’’ will be performed. Hu10 was evi-
dently the first to employ the separation method, with other
researchers more recently adopting and modifying the proce-
dure for special cases.7,16 In this technique, new displace-
ment and stress potentials are introduced in order to reduce
the order and coupling of the governing equations. In Hu’s
original paper, displacements were separated to produce two
sets, one set with zero dilatation and zero radial displace-
ment, and a second with the property that the radial compo-
nent of the curl of the displacements is zero. In this paper,
the application of the state-space method closely follows that
found in Chen’s paper.7 Displacement and stress potentialsc,
G, S1 , andS2 , are introduced in the following fashion:

u52
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.

Replacing all expressions in the above shear stresses
with the new values for the displacementsu andv, one ob-
tains the coupled equations for the piezoelectric case
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5

]A

]u
,

A5S21c44w2c44¹2G1c44G1e15F, ~12!

B5S12c44¹2c1c44c.

ChoosingA andB to have a common potential functionV, as
follows:

A5
]V

]f
, B5sinu

]V

]u
⇒¹1

2V50,

~13!

¹1
25

]2

]u2 1cotu
]

]u
1

1

sin2 u

]2

]f2 ,

one typically choosesV50, and is left with the two first-
order equations

¹2G5
1

c44
S21w1G1

e15

c44
F, ¹2c5

1

c44
S11c.

~14!

The corresponding elastic equations that result are

¹2G5
1

m
S21w1G, ¹2c5

1

m
S11c. ~15!

With the above expressions, some of the dependent vari-
ables in the original sets of equations can be eliminated. In
particular, the stress variablestuf , tuu , tff ~and the elastic
expressionssuf , suu , sff) can be rewritten as functions of
the new potentials, normal displacement, and electric poten-
tial. These intermediate expressions can then be used in the
equations for radial components of the electric displacement
and stress. For the elastic case there is no electric potential,
so only one equation is produced by the substitution.

The remaining four equations for the piezoelectric ma-
terial ~three for the elastic material! come from manipulating
the equations of motion. The two shear-stress equations of
motion are transformed into the familiar coupled system

1

sinu

]A

]f
52

]B

]u
,

1

sinu

]B

]f
5

]A

]u
,

A5¹2S112S11c66~¹1
2c12c!2rpr 2

]2c

]t2 ,

B5¹2S212S22bt rr 2k2¹1
2G12c66G2rpr 2

]2G

]t2

1k1wp2gd r , ~16!

k152~bc131ge31!2~c111c12!,

k25bc131ge312c11,

whereby in applying the same argument as before, a potential
function equal to zero can be hypothesized that ultimately
leads to the vanishing of bothA andB above, and an equiva-
lent set for the elastic case. The final two equations for the
piezoelectric case~one for the elastic case! are straightfor-
ward ~but tedious! substitutions.

The final sets of equations are consolidated into matrix
form, and a time-harmonic frequency dependence of the
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form e2 ivt is assumed throughout. The decoupled sets of equations for the elastic material are given first, followed by
those for the piezoelectric material.

r
]

]r FS1

c G5F22 2m~¹1
212!2r 2v2re

1/m 1
G FS1

c G

r
]

]r F s rr

S2

G
w
G F 2be21 ¹1

2 k1e¹1
2 22k1e2rer

2v2

be 22 k2e¹1
222m2rer

2v2 2k1e

0 1/m 1 1

1/ae 0 be¹1
2 22be

GF s rr

S2

G
w
G ~17!

r
]

]r FS1

c G5F 22 2c66~¹1
212!2r 2v2rp

1/c44 1
G FS1

c G

r
]

]r F t rr

S2

G
wp

d r

F

G53
2b21 ¹1

2 k1¹1
2 22k12rpr 2v2 2g 0

b 22 k2¹1
222c662rpr 2v2 2k1 g 0

0
1

c44
1 1 0

e15

c44

«3 /a 0 b¹1
2 22b

e33

a
0

0
e15¹1

2

c44

0 0 21 k3¹1
2

e33/a 0 g¹1
2 22g 2

c33

a
0

4 F t rr

S2

G
wp

d r

F

G . ~18!

The piezoelectric equations are identical to those
reported in Chen’s paper,7 and as done in Chen’s work,
the dependent variables are scaled

S1,n
s ~j!5S1,n~r !/a1c44,

cn
s~j!5cn~r !/a1 , t rr ,n

s ~j!5t rr ,n~r !/a1c44,

S2,n
s ~j!5S2,n~r !/a1c44, Gn

s~j!5Gn~r !/a1 , ~19!

wn
s~j!5wn~r !/a1 ,

d r ,n
s ~j!5d r ,n~r !/a1e33, Fn

s~j!5Fn~r !/a1e33.

Normal modes in the form of spherical harmonics are
introduced~with axisymmetry assumed a representative of
the expansions is the radial displacementw!

w5 (
n50

`

(
m52n

n

wnm~r !Pn
m~cosu!eimf

——→
assuming axisymmetry

(
n50

`

wn~r !Pn~cosu!, ~20!

and the independent variable ‘‘r’’ is altered by the simple
substitution

r 5aie
j⇒H r

d

dr
5

d

dj

r 25ai
2e2j

. ~21!

Using the property that¹1
2Pn(cosu)52LPn(cosu)

whereL5n(n11) ~and n refers to the particular mode of
the expansion!, the matrix equations result in systems of
ordinary differential equations in the new radial variablej.

For the piezoelectric layer, the matrices are

d

dj FS1,n
s

cn
s G5F22 c66~L22!/c442Jp

1 1 G FS1,n
s

cn
s G
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d

dj F t rr ,n
s

S2,n
s

Gn
s

wp,n
s

d r ,n
s

Fn
s

G5

l

2b21 2L 2
k1L

c44
2

2k1

c44
2Jp

2ge33

c44
0

b 22 2
~k2L12c66!

c44
2Jp 2k1 /c44

ge33

c44
0

0 1 1 1 0
e15e33

c44«3

«3c44

a
0 2bL 22b e33

2 /a 0

0 2
e15L

e33
0 0 21 2

k3L

«3

c44«3

a
0 2gL«3 /e33 2

2g«3

e33
2

c33«3

a
0

m
F t rr ,n

s

S2,n
s

Gn
s

wp,n
s

d r ,n
s

Fn
s

G ,

Jp5V2e2j, V25v2ainner
2 rp /c44, ~22!

while the matrices for an outer elastic layer, assuming the inner layer is piezoelectric, are

d

dj FS1,n
s

cn
s G5F 22 m~L22!/c442Je

c44/m 1 G FS1,n
s

cn
s G

d

dj F s rr ,n
s

S2,n
s

Gn
s

wn
s
G5F 2be21 2L 2k1eL/c44 22k1e /c442Je

be 22 2~k2eL12m!/c442Je 2k1e /c44

0 c44/m 1 1

c44/ae 0 2beL 22be

GF s rr ,n
s

S2,n
s

Gn
s

wn
s
G ~23!

Je5
re

rp
S ainterface

ainner
D 2

V2e2j.

When there are two layers of differing material, only the
material parameters for the innermost layer are used for the
entire structure, as in Chen.7 If the material is composed of
an isotropic, homogeneous elastic material, the last two vari-
ables relevant only for piezoelectric material are absent, and
the stiffness parameterc44 becomesm. The distance scalea1

is the radius of the inner surface of the hollow sphere.
Note that the matrices just developed collapse somewhat

when one considers the fundamental moden50. In this case,
the potential functions introduced earlier can have ampli-
tudes equal to zero without loss of generality because only
their derivatives are used in the definition of the displace-
ments and stresses. Therefore, for then50 case, the two
piezoelectric matrix equations collapse to a single four-by-
four matrix system, and the elastic equations collapse to a
single three-by-three matrix system. These are again equiva-
lent to those given in Chen for the purely piezoelectric layer.

IV. FUNDAMENTAL OR PROPAGATOR MATRICES

The matrix formulations are exact within the theory of
linear elasticity as they stand, and can be used to solve ra-
diation and scattering problems from structures that enjoy
spherical symmetry. What is sought essentially is the propa-
gator matrix for each layer, which can be used to translate a
given set of boundary conditions in the form of stresses and
displacements at the bottom of a given layer to a second set

of values at the top of the layer. Gilbert and Backus intro-
duced the propagator matrix method to seismology as a more
general case of the Thomson–Haskell matrix method,13 but
the more generic mathematical name for the special matrix is
the fundamental matrix of the system of ordinary differential
equations found in standard textbooks.17

Chen7 uses a Neumann series approach in his determi-
nation of the fundamental matrices, which is entirely appro-
priate provided the layer is ‘‘thin’’ (j!1) relative to the
radius of the sphere or layer. An alternative technique is to
apply a simple ordinary differential equation~ODE! solver
with a constrained tolerance. If the Neumann series approach
is adopted, one must split a thick layer into several thin lay-
ers, each of which must necessarily find fundamental matri-
ces. A matrix for the entire layer is then found by simply
multiplying the matrices of each of the sublayers together.
By comparison, use of an ODE solver requires many more
function evaluations, but a single fundamental matrix is
found without further substructuring of the layer.

To demonstrate the effectiveness of the Neumann series
method, while comparing it to the use of an ODE solver,
consider the simple, first-order ordinary differential equation
that has a form similar to the radially dependent entry from
the governing matrices

dy

dj
5e2jy, y~0!51⇒y~j!5e~e2j21!/2. ~24!
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In the Neumann series technique, a nine-term expansion
is compared with a solution found using a Runge–Kutta–
Fehlberg~RKF! algorithm of orders 4 and 5.18 The standard
application of this algorithm inMATLAB , applies a scalar
relative error tolerance of 1023, and a vector absolute error
tolerance of 1026. The tolerance level inMATLAB is set by
these two parameters by maintaining the following inequal-
ity, where the subscript ‘‘i’’ refers to the particular compo-
nent of the solution vector:

estimated errori<max$RelTol* uyi u,AbsToli%.

The first few terms of the Neumann series are given
below

T~0!5T0 ,

T85NT⇒T8~0!5N~0!T0 ,
~25!

T95N8T1NT85~N81NN!T

⇒T9~0!5~N8~0!1N~0!N~0!!T0 ,

T-5N9T12N8T81NT9

5~N912N8N1N~N81NN!!T

⇒T-~0!5@N9~0!12N8~0!N~0!1N~0!N8~0!

1N~0!N~0!N~0!#T0 ,

and the Neumann series terms so constructed can be used to
find values of the dependent variables as a polynomial in the
independent variablej.

The errors in solving the model first-order scalar differ-
ential equation using the ODE solvers are plotted against
errors using a nine-term Neumann series over the interval
from zero to one on a semilog graph~Fig. 1!. For this simple
example, one can see that the Neumann series does quite

well for short intervals, but as expected its error grows dra-
matically compared to the two RKF solutions over longer
intervals.

In performing the scattering calculations to be consid-
ered in subsequent sections of this paper, thicknesses of each
layer are on the order of one-hundredths of the radius of the
shell, so that either method works well. However, for thicker
shells, it may be advisable to use an ODE solver rather than
a Neumann series to avoid accuracy issues, and program-
ming difficulties in sublayering thick layers.

In the matter of determining free modes of vibration, the
use of applying an ODE solver versus the series solution is
considered. Labeling the propagator or fundamental matrices
for n.0, T1n , and T2n , and the fundamental matrices for
n50, T10, andT20, one can find the mechanical resonances
of the shell by finding zeros of the real part of certain com-
ponents or submatrices of the fundamental matrices after ap-
plication of the appropriate boundary conditions. In the case
of an anisotropic elastic or piezoelectric shell, the two inde-
pendent classes of vibrations correspond to the vanishing of
the ~1,2! component ofT1n , ~first class!, vanishing of the
~1,2! component ofT20 for the second classn50 case, and
for the second classn.0 cases~open-circuit modes!, the
vanishing of the three-by-three determinant

UT2n,13 T2n,14 T2n,16

T2n,23 T2n,24 T2n,26

T2n,53 T2n,54 T2n,56

U50, n51,2,3,... . ~26!

The boundary conditions that lead to the above conditions
for the eigenfrequency calculations are vanishing from the
stresses on both inner and outer surfaces, with the additional
constraint that the normal component of the electric displace-
ment vector~open-circuit case! vanish at both surfaces when
the material is piezoelectric. Symbolically, these conditions
are

FIG. 1. Comparison of Neumann se-
ries and RKF errors for model scalar
equation.
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s rr 5s ru5s rf50 for elastic material,

t rr 5t ru5t rf5d r50

for piezoelectric material~open circuit!,

t rr 5t ru5t rf5F50

for piezolectric material~short circuit!.

A two-by-two matrix consisting of the first two rows and
columns of the three-by-three matrix replaces the three-by-
three determinant used in calculating the upper branch eigen-
frequencies of a piezoelectric layer for the elastic case.

Normal modes of vibration of an elastic anisotropic
thick shell (thickness50.5 m, outer radius51 m), with stiff-
ness parameters:c1152031010, c1251231010, c1352
31010, c335231010, c4451010, and densityr57500 were
reported in the work of Chen,7 in which he varied the num-
ber of terms in the Neumann series, as well as the number of
sublayers for the thick shell. In Table I are some results re-
ported in that paper, as well as the result of applying
the RKF45 ordinary differential equation solver with various
tolerances.

As can be seen in Table I, the Runge–Kutta–Fehlberg
method works quite well in determining modal eigenfrequen-
cies. These have been nondimensionalized in the same fash-
ion as done in Chen’s paper, namely, by the inner radius
divided by the shear wave speed (Vn5vna/cT). The largest
discrepancy appears for the first class,n55 mode, for which
the results in the paper by Chen differs from the RKF solu-
tion by about 5%.

A comparison is also made for the eigenfrequencies of a
piezoelectric hollow sphere in Table II. The sphere in this
instance has inner and outer radii of 0.5 and 1 m, respec-
tively. The stiffness constants, piezoelectric constants, and
dielectric constants are the same as those used by Chen:
c11513.931010, c1257.831010, c1351.431010, c33

533.6431010, c44516.2531010, e15512.7, e31525.2,
e33515.1, «15650310211, «35560310211, and density

r57500. Again, the results using the RKF method with tol-
erances shown in the table compare well to the values re-
ported in Chen’s paper for which a nine-term Neumann se-
ries is used, with presumably five sublayers. The results
differ by less than one percent in all cases, with the first-class
values being identical.

V. FLUID-LOADING EFFECTS

When a heavy fluid surrounds a sphere, the effects of
this loading must be taken into account in the determination
of the mechanical resonances of the sphere, as well as in
calculations involving radiation or scattering from the
sphere. The fluid motion and structural displacements are
coupled at the fluid–solid interface in a complicated way. In
the previous examples for which mechanical resonances ofin
vacuospheres were determined, all matrix components are
real. With fluid loading, the matrices become complex due to
the fluid loading, and the decay of energy caused by pressure
radiating into the surrounding fluid medium. The state-space
methods are particularly useful in that they have decoupled
the structural equations of motion into those that act inde-
pendently~first-class modes from those that are directly af-
fected by the loading~the second-class modes!. For the very
special geometry of spherical coordinates, the fluid-loaded
normal modes of the structure remain uncoupled. This is not
true for more general geometries, where an infinite set of
normal modes would need to be truncated and solved simul-
taneously.

Because of the aforementioned decoupling, only
‘‘second-class modes’’ from the previous section are consid-
ered in the fluid-loading problem. Scattered or radiated pres-
sures are expanded in terms of spherical Hankel functions

TABLE I. Comparison of results for an elastic hollow sphere.

n 0 1 2 3 4 5

RKF45 First class 0 3.5558 2.3919 3.6966 4.8732 5.9375
Tol5(1023,1026) Second class 5.1514 3.3933 1.7823 2.4971 3.2849 3.6242
RKF45 First class 0 3.5558 2.3919 3.6966 4.8732 5.6171
Tol5(1025,1028) Second class 5.1514 3.3933 1.7822 2.4963 3.1045 3.6740
RKF45 First class 0 3.5558 2.3919 3.6966 4.8732 5.6171
Tol5(1028,10211) Second class 5.1514 3.3933 1.7822 2.4963 3.1045 3.6733
Chen’s results~9 terms in
series, using 5 sublayers!

0 3.5558 2.3919 3.6966 4.8732 5.9974
5.1514 3.3933 1.7823 2.4963 3.1047 3.6744

Cohenet al. ~Ref. 19! and 0 3.5558 2.3919 3.6966 4.8732 5.9974
Chen and Ding~Ref. 20! results 5.1514 3.3933 1.7822 2.4963 3.1045 3.6733

TABLE II. Comparison of results for a piezoelectric hollow sphere.

n 0 1 2 3 4 5

RKF45 First class 0 3.5558 0.5308 0.8374 1.1203 1.3927
Tol5(1025,1028) Second class 1.0961 1.2059 0.4950 0.9576 1.5013 2.0723
Chen’s results~9 terms in 0 3.5558 0.5308 0.8374 1.1203 1.3927
series, using 5 sublayers! 1.0893 1.2082 0.4947 0.9551 1.4972 2.0691
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pscattered or radiated5 (
n50

`

Bnhn
~1!~kfr !Pn~cosu!, ~27!

with unknown modal amplitudes. Applying Euler’s equation,
the pressure at the fluid–solid interface is related to the radial
surface displacement by a modal-specific acoustic imped-
ance term21

pn52 ivznwn , zn5 ir fcf

hn
1~kfaouter!

hn
18~kfaouter!

, ~28!

whereaouter is the radius at which the fluid–solid interface
resides, andpn ,wn are thenth modal amplitudes for pressure
and normal displacement at the interface.

For the elastic hollow sphere, the natural frequencies can
be found from the fundamental matrices. For then50 case
one has the two-by-two system

~T20!12winside surface5~s rr !fluid/solid interface,
~29!

~T20!22winside surface5wfluid/solid interface.

Applying the modal-specific acoustic impedance for a
radiation problem, one obtains the homogeneous system

F T20,12
2 ivz0

a1m

T20,22 21
G F winside surface

wfluid/solid interface
G5F00G , ~30!

and then50 mechanical resonance occurs at that frequency
for which the real part of the two-by-two determinant van-
ishes. Equivalently for then.0 case, the fundamental ma-
trix T2n matrix is used in conjunction with the specific modal
impedance, producing a three-by-three matrix

F T2n,13 T2n,14
2 ivzn

a1m

T2n,23 T2n,24 0

T2n,43 T2n,44 21

G F Ginside surface

winside surface

wfluid/solid interface

G5F 0
0
0
G ,

~31!

and again mechanical resonance frequencies occur when the
real part of the three-by-three matrix determinant vanishes.

Table III includes the results of comparing the above
methodology to thin-shell theory in determining thein vacuo
and fluid-loaded mechanical resonance frequencies. The
lowest-order thin-shell theory is used in this comparison, and
upper-and lower-branch frequencies correspond to the two
roots of the thin-shell theory equations.21 The fluid and elas-
tic material parameters are: fluid:cf51500,r f51000; and

for the elastic layer~steel!: E52.0731011, v50.30, re

57850. The shell has an outer radius of 1 m, and a thickness
of 3 cm. As seen in the table, the thin-shell values compare
favorably with those of the above theory since the shell
thickness relative to the shear wavelengths is quite small.

The natural mechanical resonances for the bilaminate
sphere has an inner layer of piezoelectric material, and an
outer layer of elastic material is found in much the same way,
except that the product of propagator matrices for each of the
layers must be multiplied prior to the imposition of boundary
conditions. Additionally, since the elastic layer does not have
electric potential or electric displacement degrees of free-
dom, these must be split off, with the appropriate open- or
short-circuit boundary condition placed at inner and outer
surfaces of the piezoelectric layer. Open-circuit boundary
conditions were used in the comparison of the previous sec-
tion. Because a voltage potential will be applied for the prob-
lem of scattered pressure suppression, the formulation for
mechanical resonances of the short-circuited case will be
given.

The imposition of the short-circuit condition at the inter-
face between the elastic and piezoelectric layers does nothing
more than provide the value of the electric displacement
component in terms of the normal displacement of the hol-
low sphere at its interior surface. The electric displacement
degree of freedom is therefore eliminated in favor of the
inside normal displacement forn50, and in terms of the
inside normal displacement and potential functionG for n
.0. In particular, the relationships are

d r ,052
T20,42

p

T20,43
p w0,inside surface, n50

~32!

d r ,n52
T2n,64

p

T2n,65
p wn, inside surface2

T2n,63
p

T2n,65
p Gn, inside surface, n.0.

Not all entries in the fundamental matrix for the piezo-
electric matrix are needed in subsequent calculations. With
superscripts ‘‘e’’ and ‘‘ p’’ that correspond to elastic and pi-
ezoelectric terms, respectively, then50, andn.0 matrices
needed in calculating the mechanical resonances of the bil-
aminate are given by

S05T20
e T20~1:2,1:4!

p and Sn5T2n
e T2n~1:4,1:6!

p . ~33!

The additional subscripts refer to the rows and columns
needed in the matrix multiplications. For then50 case, the
two-by-two matrix equation that results is

TABLE III. Comparison of eigenfrequencies for an elastic hollow sphere.

n 0 1 2 3 4 5

Elastica theory Low branch 0 610 725 777 814
~in vacuo! High branch 1403 1717 2367 3160 3996 4846
Elastica theory Low branch 0 390 481 549 605
~fluid loaded! High branch 1313 1668 2350 3154 3993 4845
Thin-shell theory Low branch 0 601 711 754 776
~in vacuo! High branch 1382 1692 2332 3114 3938 4776
Thin-shell theory Low branch 0 390 479 541 584
~fluid loaded! High branch 1294 1643 2315 3108 3935 4775
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F S0,122qS0,13
2 ivzna0

a1c44

S0,222qS0,23 21
G F winside surface

wfluid/solid interface
G5F00G ,

q5
T20,42

p

T20,43
p . ~34!

Just as with the elastic hollow sphere, the mechanical
resonance occurs when the real part of the two-by-two deter-
minant vanishes. Forn.0, one has

F Sn,132q1Sn,15 Sn,142q2Sn,15
2 iva0zn

a1c44

Sn,232q1Sn,25 Sn,242q2Sn,25 0

Sn,432q1Sn,45 Sn,442q2Sn,45 21

G
3F Gn, inner surface

wn, inner surface

wn,fluid/solid interface

G
5F 0

0
0
G q15

T2n,63
p

T2n,65
p , q25

T2n,64
p

T2n,65
p , ~35!

and the mechanical resonances are when the real part of the
three-by-three determinant vanishes. It should be noted that
the in vacuoresonances for the bilaminate can be found from
each of the above matrices by simply setting the modal im-
pedance value to zero and following the same procedure.

In Table IV, in vacuoand fluid-loaded mechanical reso-
nance frequencies are given for the bilaminate sphere. The
sphere is of radius 1 m, and has equal thickness for elastic
and PZT4 layers of 1 cm. The pertinent material parameters
are for the fluid:cf51500, r f51000; for the elastic layer
~steel!: E52.0731011, v50.29, re57850; and for the
PZT4 layer:c11513.931010, c1257.78431010, c1357.428
31010, c33511.54131010, c4452.56431010, e15512.718,
e31525.203, e33515.08, «15650310211, «35560
310211, and densityrp57500.

VI. SCATTERING AND CANCELLATION BY ACTIVE
CONTROL

Consider scattering of an incident plane wave propagat-
ing in the positivez direction from the fluid-loaded bilami-
nate sphere described in the previous section. The incident
plane wave can be expressed in terms of spherical Bessel
functions22

eik fz5I (
n50

`

~2n11!i nj n~kfr !Pn~cosu!, kf5av/cf .

~36!

The scatteredpressure is expanded in terms of outgoing
spherical Hankel functions

pscattered5 (
n50

`

Bnhn
~1!~kfr !Pn~cosu!, ~37!

and the applied voltage in terms of spherical harmonics

F5V5 (
n50

`

VnPn~cosu!. ~38!

With the introduction of an incident plane wave, the
total pressure on the surface of the sphere is the sum of
incident and scattered pressures. This sum represents the
negative normal stress on the surface of the fluid-loaded
sphere, while from Euler’s equation, there is a relationship
between the normal acceleration and pressure gradient at the
fluid–solid interface. In terms of the normal modes and pre-
viously mentioned scaling of the problem, the pertinent
boundary conditions can be written

s rr ,n
s ~aouter!5

2aouter

ainnerc44

3@Anj n~kfaouter!1Bnhn~kfaouter!#,

wn
s~aouter!5

kf

ainnerv
2r f

3@Anj n8~kfaouter!1Bnhn8~kfaouter!#,
~39!

S2,n
s ~aouter!50,

An5I ~2n11!i nj n~kfaouter!.

With subscripts ‘‘p’’ and ‘‘ e’’ referring to piezoelectric
and elastic variables, the remaining relevant interface and
boundary conditions for the bilaminate are

t rr ,n
s ~ainner!50, S2,n

s ~ainner!50, Fn
s~ainner!50,

t rr ,n
s ~ainter!5s rr ,n

s ~ainter!, S2,n
s ~ainter!5Se2,n

s ~ainter!,
~40!

Fn
s~ainter!5

Vn«3

ainnere33
,

wp,n
s ~ainter!5wn

s~ainter!, Gn
s~ainter!5Ge,n

s ~ainter!.

TABLE IV. Resonant frequencies for a bilaminate hollow sphere.

n 0 1 2 3 4 5

Short-circuit case Low branch 0 509 601 640 663
~in vacuo! High branch 1137 1396 1936 2595 3287 3990
Short-circuit Low branch 0 295 368 417 454
~fluid loaded! High branch 967 1305 1906 2584 3282 3987
Open-circuit case Low branch 0 513 609 648 669
~in vacuo! High branch 1222 1499 2058 2741 3460 4193
Open-circuit Low branch 0 298 373 422 458
~fluid loaded! High branch 1064 1414 2029 2729 3455 4190
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Solution of the scattering problem is found by applying
the above conditions in conjunction with the fundamental
matrices of each layer. Consider the modes forn>0. At the
inner surface, three of the unknown values of the dependent
variables are known. Writing the values for the six terms
at the inner surface, using the piezoelectric fundamental ma-
trix, gives the values of these dependent variables at the in-
terface between the elastic and piezoelectric layers. The
equation that provides the electric displacement at the inter-

face is ignored in subsequent calculations since it can be
found in terms of the remaining unknowns determined by
other equations. The voltage potential value is assigned to its
interface value, and constitutes one of the final four equa-
tions. The remaining four dependent variables at the inter-
face are the initial values for the elastic material. When these
are used as inputs to the elastic fundamental matrix, values at
the fluid solid interface can be applied. In mathematical
terms

~41!

Fn
s~ainter!5T2n

p ~6,:!F t rr ,n
s ~ainner!

S2,n
s ~ainner!

Gn
s~ainner!

wp,n
s ~ainner!

d r ,n
s ~ainner!

Fn
s~ainner!

G⇒ Vn«3

ainnere33
5~T2n

p !63Gn
s~ainner!1~T2n

p !64wp,n
s ~ainner!1~T2n

p !65d r ,n
s ~ainner!.

Depending upon whether the applied voltage necessary to cancel the scattered pressure is to be found, or if the amplitude

FIG. 2. Far-field scattered pressure for
two elastic fluid-loaded shells.
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of the scattered pressure with a prescribed voltage and incident pressure is to be found, one obtains slightly different matrix
equations. To find the scattered pressure amplitudes (Bn), the four-by-four system of equations for a given mode is

F Sn,13 Sn,14 Sn,15 aouterhn~kfaouter!/ainnerc44

Sn,23 Sn,24 Sn,25 0

Sn,43 Sn,44 Sn,45 2kfhn8~kfaouter!/ainnerv
2r f

~T2n
p !63 ~T2n

p !64 ~T2n
p !65 0

GF Gp,n
s

wp,n
s

d r ,n
s

Bn

GF 2Anaouterj n~kfaouter!/ainnerc44

0
Ankf j n8~kfaouter!/ainnerv

2r f

Vn«3 /ainnere33

G . ~42!

The above equation can be solved to determine the value of the scattered pressure amplitude. To determine the modal
voltage necessary tocancelthe scattered pressure, we take the original set of four equations, but setBn to zero, and solve for
the unknownVn . This leads to the equations

FIG. 3. Modal amplitudes of scattered
pressure for a thin elastic shell versus
frequency.

FIG. 4. Modal amplitudes of scattered
pressure for a thick elastic shell versus
frequency.
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F Sn,13 Sn,14 Sn,15 0

Sn,23 Sn,24 Sn,25 0

Sn,43 Sn,44 Sn,45 0

~T2n
p !63 ~T2n

p !64 ~T2n
p !65 «3 /ainnere33

GF Gp,n
s

wp,n
s

d r ,n
s

Vn

G5F 2Anaouter j n~kfaouter!/ainnerc44

0
Ankf j n8~kfaouter!/ainnerv

2r f

0
G . ~43!

VII. RESULTS

As a first example, we consider the plane-wave scattering at 1000 Hz from a fluid-loaded thin steel shell, with pertinent
parameters given by:cf51500, r f51000, E52.0731011, v50.29, re57850. Results from the full elastica theory, com-
pared to those using thin-shell theory for a sphere of radius 1 m, with two different thicknesses, 2 and 10 cm, are shown in Fig.
2. As can be seen, the thin-shell theory and elastica theory results coincide in the first case, and differ considerably in the
second. The discrepancy at 10-cm thickness is in spite of the fact that at 1000 Hz, and thickness 10 cm, the ‘‘rule of thumb’’

FIG. 5. Backscattered pressure for
thin and thick elastic shells versus fre-
quency.

FIG. 6. Modal amplitudes of scattered
pressure for a PZT4/steel bilaminate
and 2-cm-thick steel shell versus fre-
quency~modes 0 and 1!.
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governing the applicability of thin-shell theory that the thick-
ness must be less than one-twentieth of the shear
wavelength22 is satisfied. Amplitude of the scattered pressure
at 100 m from the spherical shell, scaled by the distance
from the sphere as a function of angle measured from the
shadow pole of the sphere, is shown in the figure.

In Figs. 3 and 4, scattered pressure modal amplitudes are
compared for the same two spheres over a frequency range
from 0 to 2500 Hz. Again, for the thinner shell, thin-shell
theory does quite well, but for the thicker shell, the thin-shell
theory results seem to have a downward shift in the mechani-
cal resonance frequencies for the lower-branch modes. How-
ever, note that the thin-shell theory matches well with the full

elastica theory for upper-branch modes of the thicker shell.
Considering the backscattered pressure for the two elas-

tic spheres given in Fig. 5, one again sees a near perfect
match at 1-cm thickness, with large errors for the 10-cm-
thick shell at frequencies corresponding to the mechanical
resonance frequencies of the lower-branch modes.

Figures 6 and 7 show results corresponding to that given
for the elastic spherical shell in Figs. 3 and 4, for a bilami-
nate spherical shell of radius 1 m with elastic and piezoelec-
tric layers of thickness equal to 1 cm. Material parameters
are the same as those given for the mechanical resonance
frequency results displayed in Table IV. The solid lines in
these graphs are modal amplitudes for a steel shell of thick-

FIG. 7. Modal amplitudes of scattered
pressure for a PZT4/steel bilaminate
and 2-cm-thick steel shell versus fre-
quency~modes 2 through 5!.

FIG. 8. Far-field scattered pressure for
a PZT4/steel bilaminate and 2-cm-
thick steel shell.

905J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Clyde Scandrett: Control from a spherical shell



ness 2 cm, and are presented only for comparison purposes.
The case displayed in Figs. 6 and 7 is for a piezoelectric
layer that has been short-circuited. The net effect of the
piezoelectric/steel composite compared to a purely steel
layer is the reduction of the mechanical resonances of the
lower-branch modes, and an increase in the frequencies of
the first two upper-branch peaks. In considering the far-field
scattered pressure at 1000 Hz, shown in Fig. 8, there is little
difference between the elastic and bilaminate spherical
shells.

With the application of a voltage potential across the
piezoelectric layer for the purpose of canceling the scattered

pressure, Fig. 9 plots the voltage necessary, as a function of
angle measured from the shadow pole of the sphere, to can-
cel a unit amplitude plane pressure wave at 1000 Hz. The
dotted and circled plots in this graph are for the real and
imaginary parts of the voltage as a function of position, re-
spectively, while the solid line refers to the amplitude of the
voltage. The voltages are actually quite small, as can be seen.
Amplitudes of the first ten modal voltages are: V050.0073,
V150.0125, V250.3927, V350.3442, V450.1615,
V550.0761, V650.0322, V750.0129, V850.0057, and
V950.0056.

More illuminating are Figs. 10 and 11, displayed on

FIG. 9. Voltage necessary as a func-
tion of angle from shadow pole to can-
cel scattered pressure from a unit inci-
dent plane pressure wave.

FIG. 10. Modal amplitudes of scat-
tered pressure and cancellation voltage
for a PZT4/steel bilaminate versus fre-
quency~modes 0 and 1!.

906 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Clyde Scandrett: Control from a spherical shell



semilog graphs, showing the log of the modal voltage ampli-
tudes necessary to cancel the scattered pressure modal am-
plitudes over a frequency range from 0 to 2500 Hz. One can
see that drops in the modal pressure amplitudes necessarily
drop the magnitude of the modal voltage necessary to cancel
the scattered pressure. The periodic large spikes in the volt-
age amplitude for the higher-order modes appear to be in-
stances of large electrical impedance similar physically to an
electrical antiresonance phenomenon.

In conclusion, the results and methodology presented
could be used to study geometrically simple shapes that lend
themselves to normal-mode analysis. Perhaps more impor-
tantly, however, the results and application given are valu-
able insofar as they can be used as diagnostic or test cases for
purely numerical techniques that try to combine elastic, pi-
ezoelectric, and fluid-loading effects.
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Active vibroacoustic control with multiple local feedback loops
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When multiple actuators and sensors are used to control the vibration of a panel, or its sound
radiation, they are usually positioned so that they couple into specific modes and are all connected
together with a centralized control system. This paper investigates the physical effects of having a
regular array of actuator and sensor pairs that are connected only by local feedback loops. An array
of 434 force actuators and velocity sensors is first simulated, for which such a decentralized
controller can be shown to be unconditionally stable. Significant reductions in both the kinetic
energy of the panel and in its radiated sound power can be obtained for an optimal value of feedback
gain, although higher values of feedback gain can induce extra resonances in the system and degrade
the performance. A more practical transducer pair, consisting of a piezoelectric actuator and velocity
sensor, is also investigated and the simulations suggest that a decentralized controller with this
arrangement is also stable over a wide range of feedback gains. The resulting reductions in kinetic
energy and sound power are not as great as with the force actuators, due to the extra resonances
being more prominent and at lower frequencies, but are still worthwhile. This suggests that an array
of independent modular systems, each of which included an actuator, a sensor, and a local feedback
control loop, could be a simple and robust method of controlling broadband sound transmission
when integrated into a panel. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1433810#

PACS numbers: 43.40.Vn@PJR#

I. INTRODUCTION

The vibration of a structure can be actively controlled by
feeding back the signals measured by sensors on the struc-
ture to integrated actuators.1,2 Sound radiation from struc-
tures can also be actively controlled,3 although in this case it
is most important to control the components of vibration
which radiate sound most efficiently, which has been termed
active structural acoustic control.

Active control systems are usually designed by selecting
the number and position of the actuators, the number and
position of the sensors, and the controller response. The po-
sitions of the actuators and sensors used in active vibro-
acoustic control systems are often chosen so that they can
couple into the structural modes that dominate the vibration
or the sound radiation.1–3 As the frequency of excitation in-
creases, however, the detailed shape of these structural
modes become increasingly sensitive to the boundary condi-
tions and external loads on the structure and hence become
more uncertain. It may thus be preferable to use a larger
number of actuators and sensors than are strictly required,
arranged in a regular array so that the structural modes are
controlled whatever their shape.

There are considerable advantages in collocating the ac-
tuators and the sensors in such a feedback control system.
When the actuator and sensor are also dual, in the sense that
the product of the actuator input and the sensor response is
proportional to the power supplied to the structure,4 the plant
response, from actuator input to sensor output, will have a
positive real part, since the uncontrolled structure is passive.
If a collocated force actuator and velocity sensor were used,

for example, the plant response would be proportional to the
input, or point, mobility of the structure, which must have a
positive real part. The bandwidth over which this passivity
property holds will, in practice, be limited by the dynamics
of the transducers used. Provided the frequency response of
the feedback controller also has a positive real part, the polar
plot of the open loop frequency response function, i.e., the
Nyquist plot, must stay in the right-hand half of the complex
plane and so the system is unconditionally stable, since the
polar plot cannot encircle the Nyquist point. The generaliza-
tion of this simple passivity property to multichannel sys-
tems is discussed in the following, where it is shown that if
the collocated actuators and sensors are coupled only by lo-
cal feedback control loops with positive feedback gains, then
the controller is passive and stability is assured for a passive
plant. Such an array of locally acting feedback loops is re-
ferred to as a decentralized control system. It may also be
possible to economically implement such an array of inte-
grated transducers using micro-electromechanical systems
technology.

In this paper, an initial version of which was published
in Ref. 5, we investigate the consequences of a decentralized
feedback control strategy, which uses a set of 16 collocated
actuators and sensors on a panel, when the panel is subject to
an incident acoustic excitation. Each actuator is driven indi-
vidually by the output of the corresponding sensor so that
only local feedback control is implemented, with each actua-
tor, sensor, and controller operating independently.

The objective is to investigate the effect on both the
vibration of the panel, as quantified by its kinetic energy, and
the sound radiated by the panel, as quantified by the sound
power it radiates. It will be assumed that each of the sensorsa!Electronic mail: sje@isvr.soton.ac.uk
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measures the panel velocity at the corresponding point,
which could be achieved in practice by integrating the output
of a small accelerometer for example. Initially, the actuators
will be assumed to be collocated devices which generate out
of plane forces, as discussed previously. Although such ac-
tuators have useful theoretical properties, they require an in-
ertial base to react off. It would be more useful in practice to
have actuators that are fully integrated with the panel. In the
latter parts of the paper the corresponding results will be
described with velocity sensors and small strain actuators
directly underneath them, such as could be implemented us-
ing piezoelectric devices. The similarity between the behav-
ior of the ‘‘ideal’’ force actuator and velocity sensor control
system will be compared with that of the ‘‘practical’’ control
system with piezoelectric actuators and velocity sensors.

In Sec. II the performance of such a multichannel decen-
tralized system is investigated, together with the conditions
for stability. Section III describes the theoretical model used
to calculate the panel vibration and sound radiation. Sections
IV and V discuss the results of feedback control using force
actuators and piezoelectric actuators, respectively, and the
overall conclusions are summarized in Sec. VI.

II. MULTICHANNEL FEEDBACK CONTROLLERS

In this section we consider multichannel feedback con-
trol systems with equal numbers of collocated actuators and
sensors.4,6,7 In this case, the plant and controller responses
are square matrices,G(s) andH(s), and the control objec-
tive is disturbance rejection, as illustrated by the block dia-
gram in Fig. 1. Provided the control system is stable, the
vector of spectra for the residual signals at the sensor out-
puts, y( j v), is related to that of the sensor outputs before
control,d( j v), by

y~ j v!5@ I1G~ j v!H~ j v!#21d~ j v!. ~1!

Similarly the vector of control inputs to the actuators,u( j v),
is given by

u~ j v!5H~ j v!@ I1G~ j v!H~ j v!#21d~ j v!. ~2!

In the case under consideration here,G( j v) is the fully
populated matrix of input and transfer responses between the
actuators and sensors on the panel andH( j v) is a diagonal
matrix, which we will assume to have constant gains on each
channel so thatH( j v)5hI , whereh is the feedback gain.
Thus, given a set of panel responses,G( j v), and a feedback

gain,h, the actuator signals can be calculated and hence the
total response of the panel to both the primary and secondary
excitations can be found. These results rely on the control
system being stable, and the conditions for stability in this
application are discussed in the following.

If collocated and dual transducers are used, then the real
part ofG( j v) must be positive definite, since the total power
supplied to the uncontrolled system by all the actuators must
be positive. If force actuators and velocity sensors are used,
for example, thenu( j v)5f( j v), wheref( j v) is the vector
of applied forces andy( j v)5v( j v), where v( j v) is the
vector of measured velocities, and the power supplied by the
actuators to the system at a frequencyv can be written as

P~v!5 1
2 Re@ f H~ j v!v~ j v!#, ~3!

where Re denotes the real part andH denotes the Hermitian
~conjugate! transpose. Sincev( j v)5G( j v)f( j v) in this
case, then Eq.~3! can be written as

P~v!5 1
2 Re@ f H~ j v!G~ j v!f~ j v!#. ~4!

Assuming reciprocity,G( j v) is also symmetric, so that

P~v!5 1
2 f H~ j v!Re@G~ j v#f~ j v!, ~5!

and it is clear that Re@G( j v# must be positive definite if
P~v! is to remain positive for all combinations of applied
force, and the real parts of all the eigenvalues ofG( j v) must
be positive for allv, so that the system is passive.7,8 We
assume that there is always some level of damping in the
structure, so thatP~v! can never be exactly zero unlessf(v)
is identically zero.

We also assume that the controller is designed so that it
too has a positive definite real part at all frequencies, as
would be the case ifH( j v)5hI and h.0. The plant and
controller are thus both passive and the feedback control sys-
tem illustrated in Fig. 1 must be unconditionally stable.7,8

Thus if multiple local feedback loops are implemented with
fixed gains then the system is stable provided each of the
individual feedback gains is positive. Under these conditions
the feedback gains can, in principle, be increased without
limit and the signals from the control sensors can be driven
to zero.

It should also be noted in passing that if an independent
reference signal is available and feedforward control was
implemented on such a system with collocated transducers,
then independent loops could also be used for the adaptation
of each actuator signal, using only the error signal from the
corresponding sensor.9 Because each of the eigenvalues of
the matrix of plant responses has a positive real part, the
stability of such a decentralized feedforward controller is
guaranteed for slow convergence, provided the estimated
plant responses used by the individual adaptation loops also
had a positive real part.

Although the multichannel plant response is guaranteed
to be passive if collocated point force actuators and velocity
sensors are used, this property cannot be guaranteed with
piezoelectric actuators and velocity sensors. The stability of
a general multichannel control system can, however, always
be determined10 by examining whether the locus of the de-

FIG. 1. Multichannel feedback control system, which for a passive plant
response,G(s), and a passive controllerH(s), is unconditionally stable.
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terminant of@ I1G( j v)H( j v)# encloses the origin asv var-
ies from2` to `. Alternatively the fact that the determinant
of a matrix is the product of its eigenvalues can be used to
derive a series of polar plots, each of which are analogous to
the single channel Nyquist criteria. Specifically we note that

det@ I1G~ j v!H~ j v!#5~11l1~ j v!!~11l2~ j v!!¯ ,
~6!

wherel i( j v) is the i th eigenvalue ofG( j v)H( j v), and so
provided the locus of none of the eigenvalues encloses the
Nyquist point (21,0) asv varies from2` to `, the system
will be stable.

III. SIMULATION STUDY

The arrangement used in this simulation study is shown
in Fig. 2, in which a thin aluminum panel, 278 mm
3247 mm31 mm, is subject to an incident plane acoustic
wave of unit pressure. The plane wave is assumed to be
incidental at azimuthal and lateral angles of 45° and 45° and
thus excites all the structural modes of the panel.11 The panel
is assumed to be driven into motion by the incident acoustic
wave and then to radiate sound on the other side. A weakly
coupled analysis is used, in that the radiated pressure is as-
sumed to have no effect on the panel vibration, which is a
reasonable assumption in air for this thickness of panel. The
panel is assumed to be simply supported and its velocity
distribution is represented by the finite modal series

v~x,y,v!5 (
n51

N

an~v!cn~x,y!, ~7!

wherex andy are the spatial coordinates on the panel,an(v)
is the frequency-dependent amplitude of thenth mode, and
cn(x,y) is its mode shape. The mode shape is assumed to be
real and normalized so that the surface integral of its square
value is equal to the surface area, so that in this simply
supported case

cn~x,y!54 sinS n1px

Lx
D sinS n2py

Ly
D , ~8!

whereLx andLy are the dimensions of the panel andn1 and
n2 are the two modal integers, which are denoted above by
the single indexn.

The modal amplitude is given by the product of a
second-order resonance term,An(v), and the modal excita-
tion term,Fn(v),

an~v!5An~v!Fn~v!, ~9!

where

An~v!5
j v

m~vn
22v21 j 2znvvn!

, ~10!

andm is the total mass of the panel,zn is the modal damping
ratio, which was taken to be 0.01~1%! for all modes in these
simulations, andvn is the natural frequency of thenth mode
which is given by

vn5A Eh2

12r~12n2!F S n1p

Lx
D 2

1S n2p

Ly
D 2G , ~11!

wherer is the density of the material,E is its Young’s modu-
lus of elasticity,n is the Poisson’s ratio, andh is the panel’s
thickness.

The modal excitation term will have a component due to
the incident plane wave,Fnp(v), and a component due to
each of theM secondary actuators,Fnm(v), so that

Fn~v!5Fnp~v!1 (
m51

M

Fnm~v!. ~12!

For the plane acoustic wave excitation assumed here,
Fnp(v) is given by Wanget al.,12 who also analyze the
modal excitation terms for the plate when driven by a point
force or the line moments generated by a piezoelectric actua-
tor, which were used here to calculateFnm(v), as summa-
rized in Ref. 3. The size of each of the piezoelectric actuators
is 25325 mm.

The total kinetic energy of the panel is defined to be

E~v!5
m

4SES
uv~z,y,v!u2dx dy, ~13!

whereS is the surface area of the panel. Using the orthonor-
mal properties of the mode shapes the kinetic energy is also
equal to

E~v!5
1

4m (
n50

N

uan~v!u2. ~14!

The sound power radiated by the panel is calculated us-
ing an elemental approach.13 The velocities at the center of
each of a dense grid of elements is calculated using Eq.~7! to
form the vectorv, and it is assumed that the vector of pres-
sures in front of each element on the panel,p, is related tov
by the acoustic impedance matrixZ, so that

p5Zv. ~15!

The radiated sound power can then be approximated by

W5
DS

2
Re@vHp#, ~16!

FIG. 2. Physical arrangement for the computer simulations, in which the
vibration of a simply supported panel is excited by a plane acoustic wave on
one side and radiates sound into an anechoic half space on the other side of
the panel.
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whereDS is the area of each element, and this can also be
written as

W5
DS

2
Re@vHZv#5vHRv, ~17!

where R5 (DS/2)Re@Z#, which has a particularly simple
form for planar radiators.13 52352 elements were used in
these simulations so that their spacing is small compared
with the acoustic wavelength at the highest frequency of in-
terest.

Although the sound power radiated by the panel usefully
quantifies the far-field pressure it generates, high levels of
vibration in weakly radiated modes can give rise to signifi-
cant pressure levels in the near field of the panel. It has been
shown that the total kinetic energy of a panel provides a
better measure of near-field pressure than radiated sound
power,11 and so if there is any possibility that listeners may
be in close proximity to the panel, as well as being further
away, then both of these criteria are important for active
structural acoustic control.

For practical computations only a finite number of
modes can be used in the expansion for the velocity, Eq.~7!.
The convergence of the modal series can be investigated by
calculating the ratio of the velocity computed at a point on
the panel with a modal summation usingN modes, to that
computed with a large number of modes, such as 500, with
natural frequencies up to 38 kHz. For excitation at 300 Hz,
for example, which is not a resonant frequency of the panel,
the results show that for a point force actuator, the velocity at
the measured point converges to within 1% of the result with
500 modes when about 100 modes are included in the modal
summation, whereas 200 modes are required to reach this
level of accuracy with the piezoelectric actuator.14 This result
can be misleading, however, for the active control simula-
tions presented here since very high levels of attenuation are
predicted at some frequencies and so the residual compo-
nents of the vibration may be more sensitive to modal trun-
cation. The results presented here were obtained by taking
values of bothn1 andn2 in Eq. ~5! from 1 to 17, i.e., about
300 modes, with natural frequencies up to about 20 kHz.
This was chosen since none of the results presented here was
significantly altered if the upper limit of the modal summa-
tion was increased ton1 andn2525, i.e., about 600 modes.

A large number of modes is required to accurately model
the velocity with a collocated actuator because the velocity is
influenced by the near field of the actuator, which is more
intense for the piezoelectric actuator than it is for the point
force. It should be noted that only the line moment excitation
of the piezoelectric actuator12 has been taken into account in
the model, not the local stiffening effect.

A uniform array of 434 actuators and sensors was mod-
eled on the panel and control systems were investigated for
which each pair of the 16 individual actuators and sensors
were connected in 16 control loops, as illustrated in Fig. 3
for the case of piezoelectric actuators. The transducers were
uniformly arranged on the panel so that their centers were1

8 ,
3
8,

5
8, and 7

8 of the plate length and breadth away from the
edges.

IV. RESULTS WITH POINT FORCE ACTUATORS

Figure 4 shows the total kinetic energy of the panel ex-
cited by the plane wave before control and when subject to
control with 16 individual single channel control system with
various feedback gains,h.

The modal response of the panel is clearly seen in the
plot of the kinetic energy against frequency before control,
with the resonance associated with the first,~1,1!, mode oc-
curring at about 72 Hz. As the gains of the feedback loops
are increased, the resonances in the response become more
heavily damped, as one would expect with velocity feedback
control. If the gains of the feedback loops are increased be-
yond a certain value, however, the closed loop response dis-
plays new peaks, such as that at about 600 Hz, for example,
which become more pronounced as the feedback gain is in-

FIG. 3. Arrangement of 16 piezoelectric actuators, as shown by squares,
driven locally by the output of 16 velocity sensors, as shown by circles, via
individual control loops with a gain ofh.

FIG. 4. Kinetic energy of the plane wave-excited panel with no control
~solid line! and with a 16 channel decentralized feedback controller using
force actuators and having feedback gains of 10~dashed line!, 100 ~dotted
line!, and 1000~dot-dashed line!.
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creased further. These extra peaks are due to the resonances
of the controlled dynamic system, which is effectively
pinned at the sensor positions with high feedback gain. If
feedback controllers having very high gain were used, the
velocities at each sensor could be driven to zero and the
physical result would be equivalent to that of perfect control
of the sensor outputs with a feedforward control system,
which could have been implemented if a suitable reference
signal were available. With force actuators and velocity sen-
sors the feedback gains have the same units as a mechanical
impedance (N s m21).

Figure 5 shows the ratio of the sound power radiated on
one side of the panel to the incident sound power due to the
plane wave excitation on the other side, which is termed the
sound transmission ratio,T. Before control only the modes
whose modal integers are both odd radiate sound signifi-
cantly at low frequencies and also antiresonances appear, due
to destructive interference between the sound pressures radi-
ated by adjacent odd–odd modes. As the feedback gains are
increased, similar trends are observed in the reduction of the
sound transmission ratio as in the reduction of the panel’s
kinetic energy, except that the new resonance at about 830
Hz has the greatest prominence, since its velocity distribu-
tion has the greatest net volume velocity.

The panel’s kinetic energy, integrated across the band-
width shown in Fig. 4~up to 1 kHz!, is plotted against feed-
back gain as the solid line in Fig. 6, and a clear minimum is
observed, for a gain of about 100. It should be emphasized
that the individual outputs of the velocity sensors monotoni-
cally decrease as the feedback gains are increased, and that
this is the only information available to the control system
about the panel’s vibration. These velocities give rise to a
poor estimate of the panel’s response when the feedback
gains are high enough for the new resonances to become
significant. Figure 7 shows the result for the sound transmis-
sion ratio integrated across this bandwidth, which corre-
sponds to the total radiated sound power if the plate is sub-
ject to broadband excitation by a plane wave up to a

frequency of 1 kHz, and which also has a minimum value for
a feedback gain of about 100. Note also that at high feedback
gains the overall sound power radiated after control is some
8 dB higher than it was with no control, because of the effect
of the new resonance at about 830 Hz. The optimum feed-
back gain to minimize both kinetic energy or sound transmis-
sion is thus about 100 N s m21, and the control system es-
sentially synthesises an array of 16 mechanical dampers with
this damping coefficient. It is interesting to note that the
input or point impedance of an infinite 1 mm aluminum
panel is real, frequency independent, and has a value of
about 34 N s m21.

V. RESULTS WITH PIEZOELECTRIC ACTUATORS

Although we can theoretically guarantee the uncondi-
tional stability of the 16 channel decentralized feedback con-
trol system in the case of point force actuators and velocity

FIG. 5. Sound transmission ratio of the plane wave-excited panel with no
control ~solid line! and with a 16 channel decentralized feedback controller
using force actuators and having feedback gains of 10~dashed line!, 100
~dotted line!, and 1000~dot-dashed line!.

FIG. 6. Normalized kinetic energy level of the panel, integrated from 0 Hz
to 1 kHz, plotted against the gain in the decentralized feedback controller,h,
for the force actuators~solid line! and the piezoelectric actuators~dashed
line!.

FIG. 7. Normalized sound transmission ratio level, integrated from 0 Hz to
1 kHz, plotted against the gain in the decentralized feedback controller,h,
for the force actuators~solid line! and the piezoelectric actuators~dashed
line!.
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sensors, since this system is passive, the stability range of
this controller must be determined when piezoelectric actua-
tors are used before the control performance can be calcu-
lated. The stability of the decentralized feedback control sys-
tem using piezoelectric actuators has been determined by
examining the loci of the 16 eigenvalues ofG( j v). This
investigation was carried out on the simulated frequency re-
sponses up to 10 kHz and showed that within the accuracy of
the simulation, all eigenvalues had positive real parts and so,
in principle, the control system is again unconditionally
stable. A practical investigation of this result is currently un-
der way15 in order to establish the upper limit imposed on the
gain due to unmodeled effects in the interaction between the
actuator, sensor, and structure. Rather than present the rather
complicated eigenvalue loci referred to previously, the fre-
quency response of a single diagonal element of the plant
response up to 1 kHz is illustrated in Fig. 8 for both a force
actuator~a! and a piezoelectric actuator~b!, to illustrate the
features of one of the individual control loops. The phase of
both responses is confined to between290° and190°, so
that the real part of both responses has a positive real part.
The absolute magnitude of the response between the piezo-
electric actuator and the velocity sensor will depend on the

piezoelectric constants of the actuator, but the response in
Fig. 8~b! has been normalized to have a similar value of that
with the force actuator at the first resonance peak, at about 72
Hz.

Note that although the high frequency response using
the piezo actuator is then about 20 dB greater than that using
the force actuator, the shapes of the two frequency responses
are surprisingly similar. When the piezoceramic actuator is
small compared with the flexural wavelength in the panel,
then at a given frequency and with these boundary conditions
the moment excitation at the edges of the actuator thus has a
similar effect to that of a point force. The theoretically dual
sensor for a piezoceramic actuator would be a strain-
measuring device of the same size and shape as the actuator.
In order to collocate such a sensor it would typically be
positioned on the other side of the panel, immediately oppo-
site the actuator.16 Unfortunately, such an actuator-sensor
pair is then coupled by the in-plane motion of the panel as
well as the flexural motion we are hoping to control. The
in-plane motion can become dominant at high frequencies
and destroy the passive property of the frequency response
between such an actuator and sensor.17,18Another advantage
of using the velocity derived from inertial accelerometers,
rather than using strain sensors, is that the former is sensitive
to any rigid body motion of the panel, whereas the latter is
not.

The kinetic energy of the panel when using 16 indi-
vidual single channel control systems with 16 piezoelectric
actuators having velocity sensors at their centers are shown
for various feedback gains in Fig. 9. Compared with the
results using point force actuators, Fig. 4, the levels of re-
duction are somewhat smaller, although still very worthwhile
below about 100 Hz. The frequencies at which extra reso-
nances are induced at higher feedback gains are also signifi-
cantly lower with the piezoelectric actuators than with the
point forces, and the peak value of the first extra resonance,
at about 200 Hz, is higher.

Figure 10 shows the sound transmission ratio when the

FIG. 8. Frequency responses between an individual force actuator and ve-
locity sensor~a! and piezoelectric actuator and velocity sensor~b!.

FIG. 9. Kinetic energy of the plane wave-excited panel with no control
~solid line! and with a 16 channel decentralized feedback controller using
piezoelectric actuators and with feedback gains of 1~dashed line!, 10 ~dot-
ted line!, and 100~dot-dashed line!.

913J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Elliott et al.: Active vibroacoustic control



velocities are controlled by the piezoelectric actuators using
16 individual control systems with various feedback gains.
Once again the performance is good for moderate feedback
gains below about 100 Hz, but not as good as with force
actuators, and the additional resonance at about 200 Hz de-
grades the performance for higher feedback gains.

The variation of the kinetic energy, integrated up to 1
kHz, with the feedback gain for piezoelectric actuators has
been plotted in Fig. 6, together with this variation for force
actuators. A clear minimum in the integrated kinetic energy
is again seen for one value of feedback gain. This value of
feedback gain is about the same as it was when using the
force actuators, although it should be remembered that the
piezoelectric responses have been scaled to be similar to
force responses at the first resonance, as described previ-
ously. Of more importance is that at high feedback gains the
integrated kinetic energy is not decreased when using piezo-
electric actuators, due to the extra resonance at 200 Hz,
whereas with force actuators reductions of about 10 dB in
integrated kinetic energy are achieved even at high gains,
because the extra resonances occur at higher frequencies and
are not so prominent.

A similar comparison for the integrated sound transmis-
sion ratio is shown in Fig. 7, which again shows a clear
minimum for a certain feedback gain, although the amplifi-
cation for high feedback gains is now about the same when
using piezoelectric actuators and when using force actuators.

VI. CONCLUSIONS

This paper reports the results of an initial simulation
study of active vibroacoustic control using an array of collo-
cated actuators and sensors and local feedback. It is shown
that if perfect point force actuators and velocity sensors are
used, such a feedback system is unconditionally stable.

The physical consequences of this control strategy are
then investigated in a simulation of a panel excited by a
plane acoustic wave and having a 434 array of force actua-
tors and collocated velocity sensors. It is shown that both the

kinetic energy of the panel and its transmitted sound power
can be significantly reduced in the bandwidth up to 1 kHz
provided an appropriate feedback gain is chosen. If the feed-
back gain is too large, the control systems will tend to pin the
panel at the sensor locations, generating new resonance fre-
quencies which can increase the response of the panel at
higher frequencies.

Although an array of point force actuators has attractive
theoretical properties, it cannot be implemented in practice
without reacting the forces off a separate structure. Piezo-
electric strain actuators, on the other hand, which generate
line moments at their edges, can easily be integrated into a
structure. Such an actuator cannot, strictly speaking, be col-
located with a velocity sensor, and the stability of a control
system using piezoelectric actuators and velocity sensors
cannot be guaranteed in the same way as with force actuators
and velocity sensors. The computer simulation has been used
to calculate the responses from each of 16 small piezoelectric
actuators on the panel to each of 16 velocity sensors at the
center of these actuators, which form the matrix of plant
responses for the feedback loop in this case. These responses
have then been used to calculate the range of gains for which
the 16 single channel feedback controllers will be stable,
which was found to be unlimited in these idealized simula-
tions.

Having established the stability of this control strategy
with piezoelectric actuators, the performance has been calcu-
lated for various feedback gains. Once again significant re-
duction can be achieved with appropriate feedback gains in
both the vibration of the panel, as quantified by the kinetic
energy, and in its sound radiation, as quantified by the sound
transmission ratio. With higher values of feedback gain not
only is there a danger of instability due to unmodeled dy-
namics, but the feedback control systems again tend to pin
the panel causing additional resonances, which now occur at
much lower frequencies than was the case with point force
actuators.

The overall performance of the various control strategies
can be estimated by integrating the kinetic energy and the
sound transmission ratio over the bandwidth considered, up
to 1 kHz. Using this criterion, the maximum reduction in
vibration which can be obtained with point force actuators is
about 28 dB, whereas the maximum attenuation with piezo-
electric actuators is about 18 dB. The maximum attenuation
in the sound power transmission integrated over this band-
width is about 12 dB with point force actuators and about 9
dB with piezoelectric actuators. It is emphasized that the
reductions in the panel’s kinetic energy may give a better
indication of the change in sound pressure close to the panel
than the sound power radiated into the far field.

This initial investigation thus suggests that useful reduc-
tions can be obtained in both the near-field and the far-field
sound radiated from a panel using this decentralized feed-
back control approach, which is able to control broadband
random primary fields as well as impulsive or tonal distur-
bances. Since each pair of actuators and sensors is only con-
nected by local, constant-gain, feedback controllers, no cou-
pling is necessary between each actuator and sensor pair,
which could potentially be manufactured as identical modu-
lar units with simple integrated electronics.

FIG. 10. Sound transmission ratio of the plane wave-excited panel with no
control ~solid line! and with a 16 channel decentralized feedback controller
using piezoelectric actuators and with feedback gains of 1~dashed line!, 10
~dotted line!, and 100~dot-dashed line!.
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Reduction of electronic delay in active noise control systems—
A multirate signal processing approach
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Electronic delay has been a critical problem in active noise control~ANC! systems. This is true
whether a feedforward structure or a feedback structure is adopted. In particular, excessive delays
would create a causality problem in a feedforward ANC system of a finite-length duct. This paper
suggests a multirate signal-processing approach for minimizing the electronic delay in the control
loop. In this approach, digital controllers are required in decimation and interpolation of
discrete-time signals. The computation efficiency is further enhanced by a polyphase method, where
the phases of low-pass finite impulse response~FIR! filters must be carefully designed to avoid
unnecessary delays. Frequency domain optimization procedures based onH1 , H2 , andH` norms,
respectively, are utilized in the FIR filter design. The proposed method was implemented by using
a floating-point digital signal processor. Experimental results showed that the multirate approach
remains effective for suppressing a broadband~200–600 Hz! noise in a duct with a minimum
upstream measurement microphone placement of 20 cm. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1432980#

PACS numbers: 43.50.Ki@MRS#

NOMENCLATURE

psp equivalent primary pressure source
psa equivalent secondary pressure source
Zsp equivalent primary source impedance
Zsa equivalent secondary source impedance
Z0 radiation impedance at the duct opening

C(z) digital filter of active controller
Hd(e

j v) frequency response template
Bl electromagnetic transduction constant
zM mechanical mobility of loudspeaker
uc , f c cone velocity and force

I. INTRODUCTION

Active control for noise in ducts has been investigated
by researchers in the area of active noise control~ANC! for
decades.1–4 A great majority of ANC systems to date has
been realized by digital systems.4 Although digital systems
provide many advantages over the analog counterpart, they
suffer from several design constraints. In particular, the elec-
tronic delay during analog-to-digital~AD! conversion and
digital-to-analog~DA! conversion, low-pass antialiasing and
reconstruction~or smoothing! filtering has been a critical
problem in active noise control systems. These delays along
with other inherent delays resulting from computation and
transducer dynamics might pose design constraints on ANC
systems, which could become quite severe when the applica-
tion of interest has strict space limitation, e.g., active muf-
flers for motorcycles. These design constraints apply to both
feedback control and feedforward control. Specifically, ex-
cessive delays would limit the achievable performance and
stability margin in a feedback ANC system.5 Causality is
usually not a problem for periodic signals so long as the
controller has a long enough impulse response to produce the
properly phased cancellation filter. In conventional signal-
processing applications, delay is usually not an important

issue. Pure delay is usually tolerated because the waveform
is preserved. However, delay becomes crucial in control sys-
tems, especially for ANC applications that generally involve
relatively large bandwidth. Excessive delays could create
causality problems in a feedforward ANC system of a finite
length duct if the noise of concern is broadband and random
in nature. Causality constraint refers to the condition under
which the delay in the acoustical path is greater than the
electronic path such that the resulting controller is causal and
hence implementable. Under the causality constraint, delays
in low sampling rate systems generally result in impractical
requirement on physical dimension.1,4

To combat the delay problem in the control loop, this
paper proposes a digital signal-processing scheme based on
the multirate concept that is a fast growing area in many
applications.6,7 In this approach, digital controllers are re-
quired in decimation and interpolation of discrete-time sig-
nals. To enhance computation efficiency, a polyphase method
is employed in filter design.8–10 In the multirate ANC sys-
tem, a factor of 8 was used for upsampling and downsam-
pling. This resampling process raises the nominal sampling
frequency of controller 2 kHz to 16 kHz during AD/DA con-
version, which significantly reduces the sample delays. As a
crucial part in the polyphase design, the phases of low-pass
finite impulse response~FIR! filters must be carefully de-
signed to avoid unnecessary delays. To this end, optimizationa!Electronic mail: msbai@cc.nctu.edu.tw
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procedures in frequency domain based onH1 , H2 , andH`

norms, respectively, are utilized in the design.11–13

One fundamental question may be naturally raised: why
not simply run the ANC system at a very high sampling rate?
Delay would then be low, and there would be no need for the
multirate filters at all. Unfortunately, there are several subtle
points that may prohibit the use of this seemingly straight-
forward approach. First, the effective control bandwidth for
the physical system would only be in a small portion of the
total frequency span. This causes an ill-conditioned eigen-
value spread and poor frequency resolution. Second, numeri-
cal problems may arise so that a filter with lightly damped
poles may easily become unstable. Third, impractically long
taps may be needed to implement a FIR filter for very high
sampling rate operation, and the computations may not be
completed within one sample. Therefore, we chose to take
the indirect approach, multirate signal processing. It was also
pointed out by the reviewer that the idea of using multirate,
or oversampling, has been applied to ANC by Brammeret al.
for headsets.14 In their work, a digital ANC headset based on
adaptive feedforward control has been developed, and the
performance measured on human subjects using helicopter
noise reproduced in a reverberation room. Their system dem-
onstrated more than 10-dB noise reduction at frequencies 16
to 250 Hz. A dual-rate sampling structure is used. The signals
at the reference and error microphones were oversampled,
and the control signal computation and updating were per-
formed at a decimated rate. This technique reduces the delay
in the control path by increasing the sampling frequency of
AD and DA converters and, at the same time, permits the
low-frequency performance of the FIR filter to be improved.
This paper is based on the same motivation, but different
from the work of Brammeret al. in the following aspects.
First, the nature of the problem in this paper is quite different
from the headset problem. The problem investigated in this
paper is a one-dimensional duct problem where the complex-
ity of its plant dynamics is much higher than the zero-
dimensional headset problem. Second, the ANC structure ex-
amined in this paper is the spatially feedforward structure
with strong acoustic feedback~from the actuator to the up-
stream sensor!. Acoustic feedback creates a undesirable posi-
tive feedback and may destabilize the system, which calls for
different controller design than the headset problem. In head-
set problems, acoustic feedback is virtually negligible and
conventional filtered-X LMS is sufficient. On the other hand,
the significance of delay to the spatially feedforward system
is examined in the paper. How to reduce delay becomes a
critical issue due to the causality constraint imposed by the
feasible physical dimension. Third, in the paper details of
how one would implement the multirate scheme are pre-
sented, and the effectiveness of the approach with regard to
physical dimension is quantitatively evaluated. As pointed
out by Brammeret al., electronic delay can be reduced by
running IO operations at a high sampling rate, while per-
forming computation at a low sampling rate. However, cau-
tions must be taken to implement this idea properly. Two
digital low-pass filters are needed to eliminate the artifacts in
the decimation and interpolation processes. Without these
protection measures, one might get erroneous results from

the up/down sampling. Unlike typical multirate signal pro-
cessing, however, these low-pass filters entail special design
in the context of active control, where delay within the con-
trol bandwidth has profound effects on performance and sta-
bility. Another key step regarding implementation is the en-
hancement of computational efficiency by polyphase filters.
As compared to the primitive up/down sampling scheme,
where idling of CPU power arises due to redundancies such
as dropping of data during decimation and convolution with
zero during interpolation, great saving of computations can
be obtained by reformulating the filters by polyphase struc-
tures. These implementation techniques are not trivial but
extremely important to a properly functioning multirate sys-
tem. Without handling these crucial steps correctly, the sys-
tem may result in poor efficiency and even failure of perfor-
mance.

The proposed method was implemented by using a
floating-point digital signal processor~DSP!. Experimental
results indicated that the multirate approach is effective for
suppressing broadband noise in a spatially feedforward duct
ANC system. Some technical considerations involved in
implementation will also be addressed in the paper.

II. EFFECTS OF DELAY ON A SPATIALLY
FEEDFORWARD SYSTEM

The ANC system chosen for investigation in this work is
the spatially feedforward structure15 for ducts, which has
been a prevailing ANC structure in that it can be used when
a nonacoustical reference is unavailable and broadband at-
tenuation is desired. In what follows, only key results rel-
evant to the discussion are presented and detailed derivations
can be found in the literature16 and are thus omitted for brev-
ity.

Figure 1~a! depicts a duct ANC system with spatially
feedforward structure. In this structure, an upstream micro-
phone is employed to measure the sound field near the pri-
mary noise source. The signal from the upstream microphone
is fed to the controller, which produces a control signal to
drive a downstream control speaker that generates an anti-
field to interact with the primary noise field. The goal of
active control is to minimize the residual noise downstream
of the control speaker. The definitions of symbols can be
found in the Nomenclature and Ref. 15.

FIG. 1. The spatially feedforward structure of ANC system.
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Munjal and Eriksson16 derived the ideal controller ca-
pable of achieving global noise cancellation downstream of
the control source in a finite-length duct

C52
Zsa

Y0
S e2 jkl i

12e22 jkl i D5C0•Cr , ~1!

whereZsa is the equivalent acoustic impedance of the con-
trol source,Y05c/S is the characteristic impedance of the
duct,c is the sound speed,S is the cross-sectional area of the
duct,k is the wave number, andl i is the distance between the
upstream measurement microphone and the control source.
In Eq. ~1!, C0[2Zsa /Y0 is a function of the finite imped-
anceZsa , which depends only on the electro-mechanical pa-
rameters of the control source. On the other hand,Cr

[e2 jkl i/12e22 jkl i takes the form of the so-calledrepetitive
controller.17 Due to the infinite number of poles on the
imaginary axis, both frequency response and impulse re-
sponse of the ideal controller exhibit patterns of comb-typed
periodic peaks (D f 5c/2l i ,Dt52l i /c). The fundamental
reason for the repetitiveness is essentially rooted in the
acoustic feedback.

In the course of analysis, we shall develop some physi-
cal insights into the causality of the ANC system by exam-
ining the aforementioned ideal controller. It is observed from
Eq. ~1! that the implementation of the ideal controller re-
quires the knowledge of the control source impedanceZsa .
In what follows,Zsa will be expressed explicitly in terms of
the electro-mechanical parameters of speaker. Detailed
analysis will show thatZsa can be expressed as15

Zsa5
1

rS2 S 1

zM
1

B2l 2

R1 j VL D , ~2!

whereR is the total equivalent resistance of the coil,L is the
equivalent inductance of the coil,Bl is the coil constant,zM

is the mechanical mobility, andV is the analog frequency in
rad/s. In the expression of Eq.~2!, Zsa depends solely on the
speaker parametersR, L, and Bl that can be identified in
advance.18 In the experimental setup in our case, these pa-
rameters were identified and listed in Table I. With the trans-
ducer dynamics taken into account, it has been shown in Ref.
15 that the resulting controller is

C852
1

GXDCR
S e2 jkl i

12e22 jkl i D , ~3!

where

GXDCR5~gpgmGs!
Y0

Zsa
~4!

represents the overall transducer dynamics, wheregp andgm

denote the constant gains of the power amplifier and the
microphone, respectively, andGs is the frequency response
function of the speaker

Gs5
Bl

S~R1 j VL !
. ~5!

Inspection of Eq.~3! reveals that the transducer response
must compete with the propagation delaye2 jkl i in the acous-
tic path. More precisely, the condition under which the re-
sulting controller is causal is that the terme2 jkl i/GXDCR must
be causal. This is an important causality constraint one must
observe, particularly for the spatially feedforward structure.

Omitting the constantsgp , gm, and Y0 in Eq. ~4!,
GXDCR can be written as a third-order system

GXDCR; ~BlRMCMs!/@MMRMCMLs3

1~CML1MMRMCMR!s2

1~CMR1RML1B2l 2RMCM!s1RMR# , ~6!

whereMM , RM , CM are mechanical mass, viscous damping,
and mechanical compliance, respectively. For example, we
can use the data in Table I and plot the impulse response of
GXDCR, as shown in Fig. 2. The first peak is at 0.3 ms, which
amounts to 0.6 delay samples at 2-kHz sampling rate. Using
this as a criterion of transducer delay, the length of the duct
must be greater than 343 m/s~at 20 °C! 30.3 ms50.103 m
to meet the causality condition.

In addition to transducer delay, other types of electronic
delay include all possible delays in the antialiasing/
smoothing filters~denoted asdF!, AD/DA conversion, and
the one-sample processing time~provided computations are
completed within one sample!, where the last two terms can
be lumped into a single termdT . These delays, together with
the group delays of transducer and the digital controller~de-
noted asdX anddW , respectively!, constitute the total elec-
tronic delay

dE5dX1dF1dT1dW . ~7!

The electronic delays are summarized in Fig. 3. The trans-
ducer delaydX is estimated according to the first peak of the
impulse response of Eq.~6!. The analog filter delay can be

TABLE I. The electro-mechanical parameters of a moving-coil speaker.

Electro-mechanical constants

MM 13.83 g
RM 1.3 ohms
CM 874 mm/N
R 6.88 ohms
L 0.68 mH
Bl 4.85 T-m

FIG. 2. The impulse response of transducer dynamicsGXDCR .
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estimated bydF5n/8f c , wheren is the filter order andf c is
the cutoff frequency.19 The one-sample delay and the AD/DA
delay together can be estimated bydT5DF/360D f , where
F is the unwrapped phase~in degrees! of the DSP frequency
response in ‘‘echo’’ operation.

A formal statement of the causality constraint on the
spatially feedforward ANC system can now be written as

dA>dE, ~8!

where the acoustical delaydA5 l i /c, l i being the distance
between the upstream microphone and the control speaker.
Violation of the causality constraint, i.e., the electronic delay
is greater than the acoustical delay, will result in a noncausal
controller. An optimal causal approximation to a noncausal
controller may well exist theoretically and converge to the
Wiener filter solution.20 However, in practice, violation of
causality would give rise to performance degradation of an
ANC system, depending on the degree of violation. For the
compensators to be implementable, the acausal part must be
truncated to construct FIR filters. Physically, the causality
constraint sets the minimum length of duct for which random
noise can be effectively canceled

~ l i !min>cdE. ~9!

Therefore, a system with large electronic delay will generally
lead to impractical length of duct, especially when the sam-
pling rate is low. For example, the sampling rate is selected
to be 2 kHz in our experiment, rendering an estimated elec-
tronic delay of 4.3 samples. This corresponds to a minimal
duct length of 73 cm. From the delay components listed in
Table II, it can be observed thatdF and dT contribute most
significantly to the overall delay. Given a length limitation of
a duct, one must strive to minimize the electronic delay in
order to meet the causality constraint. To this end, a multirate
signal-processing technique is developed in this work for
reducing the delaysdF anddT .

III. MULTIRATE SIGNAL PROCESSING BY
POLYPHASE FILTERS

To reduce electronic delay, this paper proposes a digital
signal-processing scheme based on the multirate concept. In
this approach, only inexpensive analog filters with high cut-
off frequency, e.g., 8 kHz, are required. To enhance compu-
tation efficiency, a polyphase method is employed in filter
design. This technique reduces the delay in the control loop
by increasing the sampling frequency of AD and DA con-
verters and, at the same time, permits the low-frequency per-
formance of the FIR filter to be improved.

The block diagram of a conventional ANC system is
depicted in Fig. 4~a!. The system generally suffers from ex-
cessive electronic delay, especially for low sampling rate
and/or low filter cutoff frequencies. It may create a causality
problem in the ANC system, particularly for the control of
broadband random noise where upstream microphone spac-
ing is limited, such as short ducts. It is then highly desirable
to minimize, whenever possible, the group delay in the elec-
tronic path. To this end, an ANC system based on multirate
digital signal processing is developed in the work. The gen-
eral idea of the multirate ANC system is depicted in Fig.
4~b!. In the new structure, the sampling rate of AD and DA
converters is raised to a much higher rate, say,M f s, with M
being the decimation factor. The continuous-time signaly(t)
from the sensor is discretized by an AD converter at a high
sampling rate, filtered by a low-pass digital filter, and deci-
mated by a downsampler. The signal is then processed by a
low sampling rate (f s) digital controllerC(z) to produce an
output signal that is in turn interpolated by an expander to
the high sampling rate,M f s. In this paper, a fixed controller
C(z) is synthesized for the spatially feedforward duct prob-
lem. The frequency response samples of the controller are
calculated by using Eq.~3!. Then, the discrete-time transfer

FIG. 3. The elements of electronic delaydE .

TABLE II. The elements of electronic delay measured in samples~on a
2-kHz basis!.

Delay elements
Conventional implementation

~samples!
Multirate implementation

~samples!

dX 0.6 0.6
dF 2.2 0.3a

dT 1.5 0.7
Total delay 4.3 1.6

aIncludes the delay of digital LPF50.1 samples.

FIG. 4. The structures of implementation for a duct ANC system.~a! The
conventional structure;~b! the original multirate structure;~c! the multirate
structure using polyphase representation.
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function of the controllerC(z) is obtained simply by curve-
fitting the frequency response samples, using theMATLAB

command invfreqz. The details of implementation can be
found in Ref. 15. The upsampled signal is low-pass filtered
before DA conversion into the continuous-time actuating sig-
nal u(t). It is noted that, in this multirate scheme, hardware
complexity and the associated delay are reduced because
low-pass filtering is all done by software and analog low-
pass filters are no longer needed. Efficient implementation of
the interpolation and decimation filters forms the basis of a
delay-reduced ANC system. Optimization methods can be
utilized to calculate the filter coefficients, as will be detailed
in the next section. In addition to the reduction of hardware
complexity, the AD/DA delay and the one-sample computa-
tion delay are almost negligible because the critical processes
are operated at a much higher sampling rate, hence the sav-
ing of dT anddF .

As a final touch, computation efficiency of the multirate
ANC system can be drastically enhanced by polyphase fil-
ters, as shown in Fig. 4~c!, where the decimation factorM
and the interpolation factorL are identical. Note that the
decimation filter and the interpolation filter both contain de-
lay chains that function essentially as rotating switches.7

IV. FILTER DESIGN BY FREQUENCY-DOMAIN
OPTIMIZATION

The decimation and interpolation processes in the fore-
going multirate ANC system involve the design of two digi-
tal low-pass filters. In order to avoid aliasing in downsam-
pling by a factor ofM, a low-pass filter is required with a
cutoff frequency

vN,p/M , ~10!

as illustrated in Fig. 5~a!. If the discrete-time inputx(n) is
filtered by such a filter, then the outputx̃(n) can be down-
sampled without aliasing. Such a system is called a decima-
tor. On the other hand, to reconstruct the sequence by upsam-
pling with a factor ofL requires another low-pass filter with
cutoff frequencyp/L and gainL, as shown in Fig. 5~b!. Such
a system is called an interpolator. In general, FIR filters are
employed as the low-pass filters due to the fact that they are
inherently stable.

To further improve the computation efficiency, optimi-
zation techniques11 in frequency domain are developed for

minimizing the filter length. In terms ofH1 , H2 , and H`

norms, the optimization problem of the filter design can be
written as follows:12

min
h~k!PR

I (
k50

K21

h~k!e2 j vk2Hd~ej v!I
1,2,̀

, ~11!

wherei i denotes the norm,v is the digital frequency,K is
the tap length of the FIR filter,h(k) is the impulse response
~or the filter coefficients! of the FIR filter, andHd(e

j v) is a
low-pass frequency response template. The objective here is
to find the filter coefficientsh(k) such that the ‘‘difference’’
~measured by 1, 2, or̀ norm! between the desired and the
resulting frequency responses is minimized. Globally opti-
mal solutions exist for these problems because they all fall
into the class of convex problems.12,13

The optimization problem of Eq.~11! can now be solved
numerically by subroutinesfminu ~1 norm and 2 norm! and
minimax ~` norm! in the MATLAB optimization toolbox.13

Among these, theH2 optimization problem can also be
solved via the least-square method. Express the desired fre-
quency response into a FIR form

Hd~z!5 (
k50

K21

h~k!z2k. ~12!

Substituting the frequency samplesz5ej vn, n51,2,...,N, in
Eq. ~12! leads to the following linear system of equations:

F Hd~eiv1!

Hd~eiv2!

]

Hd~eivN!

G5F e2 j v130 e2 j v131
¯ e2 j v13~K21!

e2 j v230
� e2 j v23~K21!

] � ]

e2 j vN30 e2 j vN31
¯ e2 j vN3~K21!

G
3F H~0!

h~1!

]

h~K21!

G . ~13!

In matrix notation, Eq.~13! can be written in a more compact
form

b5Ax. ~14!

The least-square solution of Eq.~14!, corresponding to the
H2 optimization of Eq.~11!, simply reads

x5A1b, ~15!

whereA15(AHA)21, AHb being thepseudoinverse21 of A.
To end this section, an important point regarding how to

choose the desired filter response for multirate implementa-
tion needs to be addressed. A common practice in multirate
signal processing is to employ low-pass filters with linear
phase property, where waveform distortion is the only con-
cern. Unfortunately, such an approach did not work for our
ANC application because of the undesired group delay intro-

FIG. 5. The decimator and the interpolator.~a! Decimator for sampling rate
reduced by a factorM; ~b! interpolator for sampling rate increased by a
factor L.
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duced by the filters. Instead, we selected the templatesHd

with minimal phase shifts within the passband. The best
compromise between the stopband roll-off rate and the pass-
band phase shift must be sought to choose the template. If
there is not enough stopband roll-off, an aliasing problem
will arise. On the other hand, increasing the filter roll-off will
increase phase shift and degrade the performance. Once an
appropriate template is chosen, it can be amended to the
aforementioned optimal filter design procedure.

The model-matching criterion described in Eq.~11! is a
general-purpose frequency-domain FIR filter design method.
It is a simple technique that enables one to find the filter
coefficients in an optimal fashion, given the frequency re-
sponse specification. Different from FFT-based methods, this
approach does not require the numbers of frequency samples
and filter coefficients to be equal~we generally want the
latter as small as possible!. In this work, the frequency-
domain optimization technique is employed to design both
the low-pass filters required in decimation and interpolation
processes, and the ANC filterC(z) as well. That is, the filter
templateHd can be low-pass filters orC(z), depending on
what one is after.

An example of the optimal filter design is shown in Fig.
6. From the results, it can be observed that theH2 and H`

filters have similar trends in both frequency response and

impulse response. The filter obtained fromH1 optimization
has larger phase shift at high frequency than the other filters.

V. EXPERIMENTAL INVESTIGATIONS

Experiments were undertaken to compare the perfor-
mance of spatially feedforward duct ANC systems with and
without multirate implementation. In addition, the effects of
different optimal filter designs on the control performance
are also examined. A wooden duct of length 440 cm and
cross section 25325 cm was constructed for the experi-
ments. If the control loudspeaker is oriented like Fig. 7~a!,
the controller frequency response is expressed as Eq.~3!, in
which an infinite number of poles will be present on the
imaginary axis as a result of acoustic feedback. To mitigate
the acoustic feedback, we faced the control loudspeaker to-
wards the opening of the duct, as shown in Fig. 7~b!. A
practical loudspeaker differs from an ideal one-dimensional
omnidirectional point source. In this configuration, Eq.~3!
should be modified into

C852
1

GXDCR
S e2 jkl i

12De22 jkl i D , ~16!

whereuDu,1 signifying the ‘‘directivity factor’’ of the trans-
ducer, which is generally frequency dependent with increas-
ing attenuation as frequency is increased. Such an approach
would effectively reduce the repetitiveness of the controller
impulse response~because the poles are moved away from
the imaginary axis! and improve the performance as well. An
extensive investigation on this technique can be found in
Ref. 22. A TMS320C32 DSP equipped with four 16-bit ana-
log IO channels is utilized to implement the controller. The
sampling frequency is chosen to be 16 kHz. The up/down
sampling factor is selected to be 8, rendering a nominal sam-
pling rate of 2 kHz for the digital controllerC(z). Consid-

FIG. 6. Comparison of optimal filter designs usingH1 , H2 , H` norms,
respectively.~a! The frequency responses;~b! the impulse responses. tem-
plate ~—!, 1-norm~–•–!, 2-norm~¯!, `-norm ~––!.

FIG. 7. Two arrangements of control loudspeaker.~a! Sideway loudspeaker;
~b! backward loudspeaker.
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ering the cutoff frequency of the duct~approximately 700
Hz! and the poor response of the control speaker at low
frequency, we chose as the control bandwidth 200 to 600 Hz.
It is noted that the delays introduced by the multirate low-
pass filters have been compensated by a simple ‘‘preview’’
procedure15 in implementingC(z) as follows:

~a! Measure the frequency response of the DSP in the
‘‘echo’’ mode ~with only AD/DA conversions and the
multirate filters!, and estimate the effective delay~in
samples! by N5DF/360TD f , wheref is frequency~in
Hz!, F is the unwrapped phase~in degrees!, andT is
the sampling period.

~b! Compensate the controllerC(z) by multiplying its fre-
quency response with exp(juN).

~c! Calculate the discrete-time transfer function of the
compensated controller by using theMATLAB command
invfreqz. This would effectively ‘‘phase-lead’’ compen-
sate the controller by a phase shiftp f DF/180D f . It is
also tantamount to advancing the impulse response of
the controller; hence the name preview.

The active noise controller of Eq.~3! was implemented
on the platform of the above-mentioned hardware system.
The distance between the upstream measurement micro-
phone and the control speaker is 2.8 m to avoid any causality
problem.

In order to examine if the multirate approach is an ef-
fective method for designing low-speed digital filters in con-
junction with high-speed IO channels, an experiment is con-
ducted for comparing the conventional low sampling rate
method and multirate rate method withH2 optimal filter.
Figure 8~a! shows the experimental results obtained from
DSP implementation of both methods. Good agreement can
be found in the magnitude response within the control band-
width 200–600 Hz. However, the phase response deserves
more explanation. At low sampling rate~2 kHz!, the IO de-
lay (dT) of the conventional implementation is approxi-
mately 1.5 samples. The controller must be advanced using
samples previewed by 1.5 to compensate for the delay. By
multirate implementation, where the sampling rate is raised
to 16 kHz, the IO delay can be reduced to only 0.7 samples
~on a 2-kHz basis!. The controller is then previewed by 0.7
samples to compensate for the delay. These two compensated
phase responses are shown in Fig. 8~b!. Good agreement can
be seen in the phase response within the control bandwidth
200–600 Hz, while the discrepancy below 200 Hz could be
due to the poor signal-to-noise ratio outside the band.

An experiment is then undertaken to compare various
optimal filter designs used in multirate implementation~16
kHz!. The result of the conventional low sampling rate
implementation ~2 kHz! is also included for reference.
Broadband random noise is used as the primary noise. Vari-
ous systems are implemented by this scenario: the first case
is the conventional ANC without multirate implementation,
while the next three cases are multirate ANC withH1 , H2 ,
H` optimal filters, respectively. The experimental results are
shown in Fig. 8~c!. Significant attenuation of noise has been
obtained throughout the control bandwidth. The results are
also summarized in Table III. Note that the delays introduced

by the multirate low-pass filters have been compensated by
the preview procedure in implementingC(z) that are opti-
mally designed for each test case in the table. As indicated in
the results, the multirate approach is able to provide better
performance with less hardware complexity than the conven-

FIG. 8. The experimental results of comparison of ANC systems with and
without multirate approach, usingH2 optimal filter. ~a! The magnitude re-
sponses of controller;~b! the phase responses of controller@without multi-
rate ~———!; with multirate ~¯!#; ~c! the ANC performance@control off
~—!; control on, without multirate~¯!; control on, with multirate~––!#.

TABLE III. Summary of ANC performance for conventional and multirate
implementations (l i52.8 m).

Method

Sampling
rate

~kHz!

IO delay on
DSP~2 kHz!

~samples!

Maximum
attenuation

~dB!

Total
attenuation

~dB!

Conventional 2 1.5 15.3 7.4
Multirate H1 16 0.4 16.8 6.6
Multirate H2 16 0.7 17.1 7.6
Multirate H` 16 0.7 15.2 7.3
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tional implementation. The multirate structure based on the
polyphase representation achieves not only reduction of elec-
tronic delay but also enhancement of performance of the
ANC controller. In particular, the multirate ANC withH2

optimal filter appears to yield the best performance~total
attenuation 4.8 dB and maximum attenuation 17.3 dB!. Thus,
in the next experiment, we shall focus our discussion only on
the multirate ANC withH2 optimal filter.

At this point, one question will naturally arise. What is
the limit of shortest length that one is able to achieve by
using the multirate approach in the spatially feedforward
duct ANC system? On the basis of the delay estimation pro-
cedure depicted in Fig. 3, the total electronic delay is esti-
mated as 1.6 samples~with details presented in Table II!. To
ensure a causal controller, this in turn renders the minimal
lengthl i523 cm, which is a remarkable improvement owing
to the considerable reduction in the analog filter delay and
digital IO delay. To justify the above theoretical prediction,
the experiment is repeated forl i580, 65, 50, 40, 30, and 20
cm, respectively. The results are summarized in Table IV.
Both the conventional approach and multirate approach with
the H2 optimal filter have produced attenuation forl i580
and 65 cm. However, for shorter lengths the conventional
method begins to lose performance, whereas the multirate
method remains effective in achieving broadband attenua-
tion, as shown in Fig. 9. The word ‘‘ineffective’’ in the table
refers to the case where no attenuation was observed in the
experiment. For brevity, only the results forl i550 and 20
cm are shown. As expected, the performance deteriorates
with decreasing length.

VI. CONCLUSIONS

This paper suggests three potential contributions. First,
this work represents the first application of a multirate ANC
system to duct problems. Second, the significance of delay to
the spatially feedforward system with strong acoustic feed-
back is thoroughly examined in the paper. Third, details of
how one should implement the multirate scheme in the con-
text of ANC applications are presented, and how effective
the approach would be with regard to physical dimension is
quantitatively evaluated. A detailed analysis of causality for
spatially feedforward ANC systems reveals that electronic
delay dictates the minimal upstream measurement micro-
phone spacingl i . A multirate approach has been developed
in this work for reducing the electronic delay in the control
loop. Analog low-pass filters were replaced by direct deci-
mation and interpolation, through the use of digital filters.
The computation efficiency is further enhanced by a
polyphase representation, where the phases of low-pass fil-
ters must be carefully designed to avoid unnecessary delays.
Frequency domain optimization procedures based onH1 ,
H2 , andH` norms, respectively, are utilized to facilitate the
FIR filter design. Experimental results demonstrated the ef-
fectiveness of the multirate approach in suppressing a broad-
band random noise in a spatially feedforward duct ANC sys-
tem. In particular, theH2 design yielded the best results
because it has the smallest phase shift in low-pass filtering.

However, some possibilities remain for improvement of
the proposed techniques. For instance, better FIR filter de-
sign should be sought, concentrating on the vicinity of cutoff
where distortions are likely to arise. The up/down sampling
factor ~currently 8! should be increased to further reduce the
delay. The active controller was implemented as a fixed digi-
tal filter in this paper. However, in an adaptive system, this
multirate technique can be highly useful. On the basis of this
work, these aspects shall be explored in the future research.
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A very interesting new phenomenon that we call a sweeping echo is described and investigated.
When we clap hands in a regularly shaped reverberant room, we hear sweeping echoes whose
frequency increases linearly with time. An example of sweeping echoes observed in a rectangular
reverberation room is first described. Then, the mechanism that generated the sweeping echoes is
investigated by assuming a cubic room and using number theory. The reflected pulse sound train is
found to have almost equal intervals between pulses on the squared-time axis. This regularity of
arrival times of the reflected pulse sounds is shown to generate the sweeping echoes. Computer
simulation of room acoustics shows good agreement with the theoretical results. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1433808#

PACS numbers: 43.55.Br, 43.55.Ka, 43.20.El@JDQ#

I. INTRODUCTION

A new, interesting acoustical phenomenon is described,
and its generation mechanism is investigated theoretically.

When we clap hands once between parallel, hard walls,
we hear a sound called a ‘‘fluttering echo.’’1 A single hand
clap sound~i.e., an impulsive sound! is reflected by the walls
repeatedly, and a train of pulses with periodic intervals is
generated. This pulse train causes a specific sound sensation;
that is, a fluttering echo.

In the fluttering echo, reflected sounds go forward and
backward in a one-dimensional pattern between parallel
hard walls. What happens, then, when we clap hands in a
three-dimensional reflective space? We found that
sweep sound~Audio illustrations are available at: http://
www.asp.c.dendai.ac.jp/sweep/ and http://www.ntt.co.jp/
cclab/info/sweep.html! which we call ‘‘sweeping echoes,’’
were perceived when we generated a pulse sound in a regu-
larly shaped reverberation room. The perceived frequencies
of the sweep sounds increased with time at different speeds.
Other researchers have also noticed the sweeping echoes in
squash courts, which also had hard regularly shaped walls.

There are some other types of sweeping~or sliding! ech-
oes. One is caused by frequency dispersion. The frequency
dispersion assumes some special sound field where the phase
velocity of a sound varies with its frequency. This is not the
case here; the sweeping echoes presented in this paper occur
in a normal sound field, without dispersion.

Knudsen2 reported another type of frequency shift in
reverberated sound. He reported that the pitch of a tone in a
small, resonant room might change perceptibly during the
decay of the tone. The pitch of the emitted sound is consid-
ered to be changed to that of a resonance frequency. On the
other hand, our sweeping echoes are clearly explained in the
time domain based on the number theory.

In this paper, the sweeping echoes observed in a rectan-
gular parallelepiped reverberation room are described first
with their time-frequency analysis in Sec. II. Then, the gen-
eration mechanism of the sweeping echoes in a cubic room is
investigated using number theory in Secs. III and IV. The
theoretical results are compared with simulation results in
Sec. V. Sweeping echoes in a rectangular parallelepiped
room are discussed in Sec. VI and Sec. VII concludes the
paper.

II. SWEEPING ECHOES PERCEIVED IN A
RECTANGULAR PARALLELEPIPED REVERBERATION
ROOM

Sweeping echoes are perceived in relatively large, regu-
larly shaped three-dimensional rooms with highly reflective
surfaces; i.e., walls, ceiling, and floor. We first describe the
sweeping echoes measured in a rectangular parallelepiped
reverberation room along with their time-frequency analysis.

A. Measurement conditions and sweeping echoes

The dimensions of the rectangular parallelepiped rever-
beration room were 11 m~width! 3 8.8 m ~depth! 3 6.6 m
~height!.3 The measurement conditions are shown in Fig. 1.
Figures 1~a! and~b! show the plan view and cross section of
the reverberation room, respectively. The symbolsS and R
represent the source and reception positions, respectively. As
shown in Fig. 1~a!, bothS andR were located on the center
line of the floor.Swas located 3.2 m from the wall and 1.2 m
high, andR was 1.1 m from the opposite wall and 1.5 m high
as shown in the figure, respectively.

When hands were clapped once at positionS, the first
sweep sound whose frequency increased over a short time
~called the main sweeping echo! was perceived at positionR.
Multiple sweep sounds whose frequency increased relatively
slowly ~called subsweeping echoes! were then perceived,
along with ordinary reverberation sounds.a!Electronic mail: kiyohara.kenji@lab.ntt.co.jp
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Although sweep sounds were perceived at other source
and reception positions, the sounds were perceived more
clearly at positions that were symmetrical with respect to the
room, such as those shown in Fig. 1. To analyze these sweep
sounds, they were recorded with a microphone placed at po-
sition R.

B. Time-frequency analysis of the sweeping echoes

Figure 2 shows the results of analyzing the recorded
echoes by using short-time Fourier transformation. The hori-
zontal axis represents time, and the time when hands were
clapped is set to the origin. The figure shows the spectrogram
for the first 2 seconds. The vertical axis represents frequency,
up to 2 kHz, which was the range within which the sweep
sounds were clearly perceived. The analysis conditions were
the following: the sampling frequency was 16 kHz, a 16-ms
rectangular window~62.5 Hz frequency resolution! was
used, and the window was shifted in steps of 8 ms.

In Fig. 2, the main sweeping echo appears clearly from 0
to about 400 ms@line ~A!#. The frequency of the main sweep-
ing echo increased linearly with time, and it rose to about
1500 Hz during the first 400 ms. This result corresponds with
hearing perception. Following the main sweeping echo, mul-
tiple subsweeping echoes whose frequencies rose linearly at
relatively slow speeds, also appear in Fig. 2.

III. GENERATION MECHANISM OF THE MAIN
SWEEPING ECHO

In this section, we investigate the generation mechanism
of the main sweeping echo, based on geometrical acoustics
and number theory. As the first step in this investigation, a
cubic room is assumed in this paper.

A. Intervals of reflected sounds in a cubic room

First, the regularity of arrival time of reflected sounds in
a cubic room is described. To simplify the issue, the source
and reception points are both assumed to be located at the
center of the room. Figure 3 shows the mirror image sources
generated in a cubic room based on geometrical acoustics.4

The figure shows a top view, and the edge length of the room
is denoted byL. When a pulse sound is generated at the
center of the room, the arrival times and amplitudes of the
observed reflected sounds are the same as those of the sounds
that would be generated from the image sources shown in
Fig. 3. In other words, the reflected sounds can be treated as
the sounds from the image sources.

The coordinate origin O is set at the center of the room.
Then, the location of each image source is represented by
(nxL, nyL, nzL), wherenx , ny , nz are integers. The distance
d between the origin~reception position! and an image
source of (nxL, nyL, nzL) is represented by

d5A~nxL !21~nyL !21~nzL !25Anx
21ny

21nz
2
•L. ~1!

Thus, the arrival time of the sound from the image source is
obtained by dividingd by the sound velocityc, as in the
following equation:

t5d/c5Anx
21ny

21nz
2S L

c D . ~2!

Next, consider the arrival time on the squared-time axis. The
squared arrival time is derived by squaring Eq.~2!:

t25~nx
21ny

21nz
2!S L

c D 2

5M S L

c D 2

, ~3!

FIG. 1. Layout for sweep-sound measurement.~a! Plan view, ~b! cross
section,S, source position,R, reception position.

FIG. 2. Spectrogram of the recorded data. The main sweeping echo appears
clearly from 0 to about 400 ms@line ~A!#. The frequency of the main sweep-
ing echo increased linearly with time, and it rose to about 1500 Hz during
the first 400 ms. Following the main sweeping echo, multiple subsweeping
echoes also appeared whose frequency rose linearly at relatively slow
speeds.

FIG. 3. Mirror image sources of a cubic room. The figure shows a top view,
and the size of the room is denoted byL. The reflected sounds are treated as
the sounds from the image sources. The coordinate origin O is set to the
center of the room. The location of each image source is represented by
(nxL,nyL,nzL) wherenx , ny , nz are positive and negative integers.
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where

M5nx
21ny

21nz
2. ~4!

Thus, the squared arrival timet2 is represented by an
integerM times a constant (L/c)2. Equation~3! represents
the position on the squared-time axis at which the reflected
sound exists.

From number theory,5 the sum of the squared integers
(nx

21ny
21nz

2) expresses all integers, except the ‘‘forbidden
numbers,’’ i.e.,

MÞ4k~8m17!, ~5!

wherek,m50,1,2,... .
Since these forbidden numbers account for 1/6 of all

positive integers, we first disregard the forbidden numbers
and assume thatM includes approximately all positive inte-
gers. Then, Eq.~3! indicates that reflected sounds~pulse
sounds! exist at (L/c)2, 2(L/c)2, 3(L/c),...; that is, they ex-
ist at equal intervals of (L/c)2 on the squared-time axis.

B. Relationship between the squared-time axis and
the time axis

We represent the arrival times of two adjacent pulses
~reflected sounds! asta andtb (ta,tb). The interval between
these pulses on the squared-time axis is (L/c)2. Namely

tb
22ta

25S L

c D 2

. ~6!

By factoring the left-hand side of Eq.~6!, we obtain

~ tb2ta!~ tb1ta!5S L

c D 2

. ~7!

The average arrival timetv of the two pulses is defined by

tv5~ tb1ta!/2. ~8!

By substituting Eq.~8! into Eq. ~7! and modifying it, the
interval between pulses on the time axis is represented by the
following equation:

tb2ta5S L2

2c2D S 1

tv
D . ~9!

Equation~9! clarifies that the interval between the two pulses
is inversely proportional to the timetv .

Thus, a pulse series with equal intervals on the squared-
time axis has intervals inversely proportional to time on the
time axis. Figure 4 illustrates this relationship.

C. Main sweeping echo

A periodic pulse series has a fundamental frequency rep-
resented by the reciprocal of its interval.6 Therefore, when
the interval of pulses is represented by Eq.~9!, the funda-
mental frequency of the pulses at timetv is expressed by the
following equation:

f ~ tv!5
1

tb2ta
5S 2c2

L2 D tv . ~10!

Equation~10! indicates that the fundamental frequencyf is
proportional to the timetv . In other words, humans perceive

an increasing sweep sound. This proves that a reflective
pulse train in a cubic room produces a sweep sound sensa-
tion.

IV. GENERATION MECHANISM OF THE
SUBSWEEPING ECHOES „INFLUENCE OF THE
FORBIDDEN NUMBERS …

As described above, a pulse series from the image
sources of a cubic room does not have completely equal
intervals on the squared-time axis because of the forbidden
numbers. The influence of the forbidden numbers can be
explained as the addition of a forbidden numbers pulse train
which has pulses corresponding to forbidden numbers on the
squared-time axis with negative amplitudes. Figure 5 con-
ceptually illustrates this phenomenon. Figure 5~a! shows a
pulse series on the time axis of a cubic room for equal am-
plitudes, where the dimensionL of the cubic room was as-
sumed to be 10 m. Some pulses are missing because of the

FIG. 4. A pulse series with equal intervals on the squared-time axis has
intervals inversely proportional to time on the time axis.

FIG. 5. The influence of the forbidden numbers.~a! A pulse series on the
time axis of a cubic room for equal amplitudes.~b! A pulse series with
completely equal intervals on the squared-time axis.~c! A pulse series cor-
responding to the forbidden numbers with the negative amplitude of the
same values. The gaps of~a! are considered to be generated by adding~c! to
~b!, where the dimensionL of the cubic room was assumed to be 10 nm.
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forbidden numbers. These gaps were considered to be gen-
erated by adding a pulse series corresponding to the forbid-
den numbers with negative amplitude of the same values
@Fig. 5~c!# to a pulse series with completely equal intervals
on the squared-time axis@Fig. 5~b!#.

From Eqs.~3! and ~5!, the squared arrival time for the
pulse series corresponding to the forbidden numbers is rep-
resented by the following equation:

t254k~8m17!S L

c D 2

, ~11!

wherek,m50,1,2,3,... .
The pulse series has equal intervals of 4k8(L/c)2, for

k50,1,2,..., on the squared-time axis asm changes. For a
typical example, corresponding tok50 andm50,1,2,... , the
period of the pulse series becomes 8(L/c)2. The fundamen-
tal frequency at the mean timetv of two adjacent pulses
corresponding to this example is represented by the follow-
ing equation:

f b~ tv!5S 2c2

L2 D1

8
tv . ~12!

For k51 andm50,1,2,..., the period of the pulses be-
comes 32(L/c)2, and its fundamental frequency is repre-
sented by the following equation:

f b~ tv!5S 2c2

L2 D 1

32
tv . ~13!

For k52,3,4,..., the fundamental frequency is represented in
a similar way.

The pulses series corresponding to the forbidden num-
bers thus consists of multiple pulse series with different pe-
riods on the squared-time axis. Since these periods are longer
than that of the main sweeping echo, the fundamental fre-
quencies of the pulse series corresponding to the forbidden
numbers increase more slowly. Thus, subsweeping echoes
are generated.

V. NUMERICAL SIMULATION

The theoretical results derived in the preceding sections
were confirmed by time-frequency analysis. Figure 6~a!
shows the spectrogram of the pulse series shown in Fig. 5~b!.
The spectrogram was calculated by FFT with a 16-ms rect-
angular time window and an 8-ms shift. In Fig. 6~a!, the
main sweeping echo~A! appears clearly. The lines~B! are its
harmonics. Calculating the slope~or frequency rising speed,
or sweep speed! of the main sweeping echo from Eq.~10!
with sound velocityc5340 m/s gave 2c2/L252312 Hz/s.
This value is consistent with the slope of the main sweeping
echo~A! shown in Fig. 6~a!.

Figure 6~b! shows the spectrogram of the pulse series
shown in Fig. 5~c!. The subsweeping echo~C! corresponding
to k50 appears clearly, and its harmonics~D! also appear.
Calculating the slope of the subsweeping echo fork50 from
Eq. ~12! gave (2c2/L2)/85289 Hz/s. This value is consistent
with the slope of the subsweeping echo~C! shown in Fig.
6~c!.

Figure 7 shows the spectrogram of the pulse series

shown in Fig. 5~a!. The spectrogram is almost the power sum
of the spectra shown in Figs. 6~a! and~b!. The main sweep-
ing echo ~A! and its harmonics~B!, and the subsweeping
echo ~C! corresponding tok50 and its harmonics~D! all
appear in Fig. 7. Thus, the main sweeping echo and the sub-
sweeping echoes corresponding to the forbidden numbers
were perceived for the pulse series shown in Fig. 5~a!.

Next, the reflected sounds of a pulse sound~i.e., an im-
pulse response! in the cubic room were simulated by the

FIG. 6. ~a! Spectrogram of the pulse series shown in Fig. 5~b!. The main
sweeping echo~A! appears clearly. The lines~B! are its harmonics.~b!
Spectrogram of the pulse series shown in Fig. 5~c!. The subsweeping echo
~C! appears clearly, and its harmonics~D! also appear.

FIG. 7. Spectrogram of the pulse series shown in Fig. 5~a!. The spectrogram
is almost the power sum of the spectra shown in Figs. 6~a! and~b!. The main
sweeping echo~A! and its harmonics~B!, and the subsweeping echo~C! and
its harmonics~D! all appear.
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mirror image source method.7 DimensionL for the room was
10 m. The calculated reflected pulses were convolved with a
sinc function and overlap added8 to derive sampling data.
Figure 8 shows the spectrogram of the simulated sounds.
Multiple sweep sounds appear, and just as in Fig. 7, the main
sweeping echo~A! appears clearly. The subsweeping echo
~C! also appears.

Since the sound source and reception point were located
at the center of the room, different numbers of multiply re-
flected pulses arrived at the same time due to the degeneracy
of the mirror image sources. Therefore, the amplitudes of the
reflected-pulse series were not equal. This caused the random
noisy spectrum that was superposed on the time-spectrum
plot. As a result, the sweeping echoes shown in Fig. 8 are
somewhat obscure. However, the same sweeping echoes
shown in Fig. 7 can also be recognized in Fig. 8.

The slopes of lines~A! and ~C! in Fig. 8 are similar to
the theoretical values 2312 Hz/s and 289 Hz/s, respectively,
calculated above. Thus, the theoretical results developed in
the preceding section adequately explain the sweeping echo
phenomenon that appeared in the computer simulation of
room acoustics.

VI. RECTANGULAR PARALLELEPIPED
REVERBERATION ROOM

Unlike a cubic room, all the side lengths of a rectangular
parallelepiped room are not equal. Therefore, the arrival time
of a reflected sound from an image source cannot be repre-
sented by a simple formula like Eq.~2!. This makes theoret-
ical analysis using number theory difficult.

Therefore, we attempted a qualitative explanation by
analyzing experimental data. A pulse sound was generated by
hand clapping under the conditions shown in Fig. 1. Then,
the periodicity of the received pulse train~reverberation
sound! was studied based on the short-time autocorrelation
method. The short-time autocorrelation functionr(t,tw) was
calculated from the windowed data centered at timetw , and
it was calculated repeatedly with sliding timetw . The sam-
pling frequency was 16 kHz, and the window length was
10 ms.

When the reflected pulses contain periodic pulses, the
autocorrelation functionr(t,tw), as a function of timet
with fixed tw , has peaks at times,t s, corresponding to the
pulse periods. These peak times, or pulse periods were cal-
culated as a function oftw . The results are shown in Fig. 9,
as the reciprocals of the detected periods, which correspond
to the frequencies.

In Fig. 9, the horizontal axis represents the timetw and
the vertical axis represents the reciprocal of the peak of the
autocorrelation function by frequency. TheL symbol de-
notes the frequencies that correspond to the first high peaks
of r(t,tw) for eachtw , and the3 symbol denotes the fre-
quencies that correspond to the second high peaks.

The root-mean-squareLm of the side lengths of the rect-
angular parallelepiped room was calculated using the follow-
ing equation:

Lm5A~Lx
21Ly

21Lz
2!/3. ~14!

Substituting the dimension of the experimental room (Lx

511 m, Ly58.8 m,Lz56.6 m from Fig. 1! gaveLm58.98
m. A function derived by substitutingLm into Eq. ~10!, rep-
resenting the theoretical frequency of a main sweeping echo
for a cubic room with side length ofLm , is shown as a solid
line in Fig. 9. This solid line is close to the3. The line of the
main sweeping echo observed in Fig. 2 is also plotted in Fig.
9, by a broken line, and it is also close to the theoretical line
plot.

This result indicates that the calculated frequency line of
a sweeping echo based onLm matches the observed sweep-
ing echo, and its sweeping frequency corresponds to the pe-
riodicity in the pulse train appearing as the second high peak
of the short-time autocorrelation function. It is left for future
study to answer the questions why the second high peaks but
not the fist ones, and what do the first high peaks represent.

Thus, the main sweeping echo in a rectangular parallel-
epiped room has reflected pulse periods close to those of a
cubic room with the same mean side lengthLm as the rect-
angular parallelepiped room. This implies that the pulse train

FIG. 8. Spectrogram of the impulse response in a cubic reverberation room
whose dimensionL is 10 m. Multiple sweep sounds appear, and just as in
Fig. 7, the main sweeping echo~A! appear clearly. The subsweeping echo
~C! also appears.

FIG. 9. Reciprocal of peak time of short-time autocorrelationr(t) of re-
corded data shown in Fig. 2.L, the first high peak ofr(t). 3, the second
high peak ofr(t). Solid line, theoretical frequency. The solid line is close to
the 3 symbols. Broken line, the line of main sweeping echo observed in
Fig. 2. It is also close to the theoretical line plot.
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in a rectangular parallelepiped room has a regularity similar
to that in a cubic room, and this regularity causes sweeping
sounds.

VII. CONCLUSION

When a pulse sound is generated in a rectangular paral-
lelepiped reverberation room, a peculiar phenomenon is ob-
served in that the frequency components of the reflected
sounds increase linearly~called ‘‘sweeping echoes’’!. These
sweeping echoes consist of a ‘‘main sweeping echo,’’ whose
frequency component increases over a short time, and ‘‘sub-
sweeping echoes,’’ whose frequency components increase
slowly. Investigating the sweeping echoes assuming a cubic
room showed that the arrival times of the pulse sounds from
mirror image sources had almost equal intervals on the
squared-time axis, and this regularity of the pulse intervals
generated the main sweeping echo. The pulse train does not
have exactly equal intervals on the squared-time axis, but
rather has some missing pulses corresponding to ‘‘forbidden
numbers’’ based on number theory. These missing pulses
were shown to have relatively long, equal intervals. This
regularity causes the subsweeping echoes. Computer simula-
tion based on the image method produced results in good
agreement with the theoretical results.
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Effect of noise and occupancy on optimal reverberation times
for speech intelligibility in classrooms
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The question of what is the optimal reverberation time for speech intelligibility in an occupied
classroom has been studied recently in two different ways, with contradictory results. Experiments
have been performed under various conditions of speech-signal to background-noise level difference
and reverberation time, finding an optimal reverberation time of zero. Theoretical predictions of
appropriate speech-intelligibility metrics, based on diffuse-field theory, found nonzero optimal
reverberation times. These two contradictory results are explained by the different ways in which the
two methods account for background noise, both of which are unrealistic. To obtain more realistic
and accurate predictions, noise sources inside the classroom are considered. A more realistic
treatment of noise is incorporated into diffuse-field theory by considering both speech and noise
sources and the effects of reverberation on their steady-state levels. The model shows that the
optimal reverberation time is zero when the speech source is closer to the listener than the noise
source, and nonzero when the noise source is closer than the speech source. Diffuse-field theory is
used to determine optimal reverberation times in unoccupied classrooms given optimal values for
the occupied classroom. Resulting times can be as high as several seconds in large classrooms; in
some cases, optimal values are unachievable, because the occupants contribute too much absorption.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1428264#

PACS numbers: 43.55.Br, 43.55.Hy, 43.55.Ka@JDQ#

I. INTRODUCTION

A major concern regarding the acoustical characteristics
of classrooms is speech intelligibility. This is known to be
mainly determined by the signal-to-noise level difference
~SN!—the difference between the speech-signal and
background-noise levels at a receiver—and the amount of
reverberation.1 When speech intelligibility is the concern, the
amount of reverberation is best quantified by the early-to-late
energy ratio.2 However, it is more usual to characterize the
amount of reverberation in a room by the reverberation time,
T, which will be used here.

Speech intelligibility is directly related to signal-to-noise
level difference and is inversely related to the reverberation
time. However, in rooms the situation is complicated by the
fact that reverberation and steady-state levels are inter-
related. Increased reverberation, while decreasing the ratio of
early-to-late energy ratio to the detriment of speech intelligi-
bility, has the additional effect of increasing steady-state lev-
els by increasing the reverberant sound energy, to the benefit
of speech intelligibility.

In this paper, literature on determining optimal rever-
beration times in classrooms, to optimize speech intelligibil-
ity, is reviewed. Fundamental contradictions in the literature
are revealed and explained. A new, more physically realistic
theoretical approach to predicting the optimal reverberation
time in a classroom, considering single and multiple noise
sources inside the classroom, is presented and used to cor-
roborate the explanation for the differences in previous re-

sults. More realistic optimal reverberation times are derived
using the methods developed. How to achieve optimal and
satisfactory conditions for speech is discussed. Finally, the
optimal reverberation times in the unoccupied classrooms,
corresponding to the optimal values in the occupied class-
room, are presented.

II. OPTIMAL CLASSROOM REVERBERATION TIMES

A. Literature review

There are two main approaches that have been taken to
determine the optimal reverberation time for speech intelli-
gibility in published work—experimental methods and theo-
retical prediction.

1. Experimental methods

The first approach taken is an experimental one, in
which the speech intelligibility of a group of listeners is
tested in different acoustical conditions. The conditions that
result in the highest speech intelligibility are identified. In
one such test by Nabelek and Robinson,3 modified-rhyme
speech tests were recorded in a number of different anechoic
and reverberant acoustical environments, and played to test
subjects through earphones. A table from the work is repro-
duced in Table I. The table gives mean word-recognition
scores~in percent correct! for monaural and binaural listen-
ing at 70 dB speech levels, for various reverberation times
and six groups of ten normal-hearing subjects. Note that
identification scores decrease as reverberation time increases
in all cases; that is, the optimal reverberation time for speech
intelligibility is zero. This is as might be expected, since this
test procedure did not incorporate noise; it only considereda!Electronic mail: hodgson@mech.ubc.ca
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the direct effect of reverberation on speech intelligibility, ne-
glecting the effect of signal-to-noise level differences.

Some experimental tests of speech intelligibility did
consider signal-to-noise level differences and reverberation
together. These tests were performed with the speech and
noise generated by one or more loudspeakers at some con-
stant distance from the listener in a room. This approach was
taken by Nabelek and Pickett,4 who found that speech intel-
ligibility decreases with increased reverberation time; that is,
they found an optimal reverberation time of zero. Table II is
reproduced from their study. It shows the mean perception
scores for binaural and monaural hearing through hearing
aids. The authors tested five subjects with normal hearing
and five subjects with impaired hearing. Results for one
normal-hearing subject are given in parentheses. Speech lev-
els for the normal-hearing subjects were presented at 50 dB
while those for the hearing impaired were at 60 dB. The
results shown are for reverberation times of 0.3 and 0.6 s,
and for signal-to-noise level differences of110 to 215 dB.

Finitzo-Hieber and Tillman5 did tests similar to those of
Nabelek and Pickett, and also found optimal reverberation
times of zero. Their results, presented in Table III, give mean
monosyllabic word-discrimination scores in percent correct
for monaural hearing of normal-hearing children between the
ages of 8 and 14 years, for different reverberation times and

signal-to-noise differences. Once again, word-discrimination
scores decrease as reverberation times increase from zero.

2. Theoretical prediction

The second approach predicts optimal reverberation
times from various speech-intelligibility metrics. Values of
each metric are determined for various signal and noise lev-
els, and their differences, and for various room characteris-
tics ~reverberation time, volume, surface area, absorption,
and so forth!. The metrics used are considered to be good
predictors of speech intelligibility.1,6 Plomp, Steeneken, and
Houtgast7 predicted nonzero optimal reverberation times by
applying method-of-image procedures to predict the modula-
tion transfer function. The audience was assumed to be the
main source of noise~with subjects evenly covering the floor
at a density of one per square meter, and with each audience
member generating a noise level 35 dB below the speech
level of the speaker!. They found optimal reverberation times
increasing from about 0.3 s for a small hall (10 m315 m
35 m), to about 1.7 s for a large hall (40 m360 m
320 m)!

Bistafa and Bradley2 used a number of metrics to again
predict nonzero values for the optimal reverberation time
~that is, the reverberation time that predicted the highest

TABLE I. Mean word-recognition scores in percent found by Nabelek and Robinson~Ref. 3!.

Listening mode Age~years! T50.0 s T50.4 s T50.8 s T51.2 s

Binaural 10 - 93.9 85.2 87.8
27 - 98.8 96.7 93.0
42 - 96.1 91.6 90.2
54 - 96.1 91.2 88.2
64 - 89.9 79.8 82.4
72 - 88.0 80.7 78.0

Monaural 10 99.0 91.6 80.0 82.6
27 99.7 97.0 92.5 87.7
42 99.9 91.8 86.9 85.2
54 99.6 93.3 87.4 83.8
64 97.2 87.9 70.6 75.6
72 96.1 83.6 73.1 69.5

TABLE II. Mean-word recognition scores in percent found by Nabelek and Pickett~Ref. 4!.

Listening mode SN~dB!

Normal Impaired

T50.3 s T50.6 s T50.3 s T50.6 s

Binaural Quiet ~98.0! ~95.5! 64.9 57.1
110 - - 60.7 55.2
15 - - 57.4 49.9

0 - 82.5 49.7 42.4
25 76.6 60.7 38.2 31.6

210 48.7 38.3 - -
215 26.0 - - -

Monaural Quiet ~95.5! ~95.5! 59.8 54.9
110 - - 57.4 49.6
15 - 84.9 54.4 48.9

0 82.5 72.8 46.7 38.8
25 64.0 45.7 33.0 23.3

210 25.4 - - -
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value of the metric!. Their work assumed diffuse-field theory
to be applicable in classrooms. Moreover, they made a num-
ber of simplifying assumptions—ratio of classroom volume
to surface area equal to 1 m, distance from the speech source
to the receiver much greater than the classroom reverberation
radius, and negligible air absorption. Table IV is taken from
their work; it presents the optimal reverberation which pre-
dicts the highest value of theU50 speech-intelligibility metric
~defined in the following! for rooms of various volumes,V,
and signal-to-noise differences,Lsf12Ln . Here, Lsf1 is the
long-term anechoic~free-field! speech level at 1 m directly in
front of the talker, andLn is the total noise level at the
listener position. Note that the optimal values are nonzero;
an optimal reverberation time of zero is predicted only if
Lsf12Ln5`, i.e., if there is negligible noise.

The physical explanation for the nonzero optimal rever-
beration times predicted by Bistafa and Bradley is as fol-
lows. In the absence of reverberation, background noise re-
duces intelligibility. Increased reverberation increases early
energy, which can compensate for noise and increase intelli-
gibility. However, too much reverberation decreases the
early-to-late energy ratio, decreasing intelligibility.

3. Explaining the contradiction

Why do experimental methods predict an optimal rever-
beration time of zero while theoretical methods predict non-
zero values? Which is correct? The contradictory results for
the experimental and theoretical approaches for determining
optimal reverberation time require explanation.

It would appear that the difference in the results stems
from the different ways in which the methods incorporate
noise and, consequently, signal-to-noise level difference. The
study by Nebelek and Robinson3 did not consider the case
when noise was present; thus, their results cannot be gener-
alized to conclude that zero reverberation is always optimal.
Indeed, Bistafa and Bradley2 argued that reverberation in-
creases speech levels and, therefore, signal-to-noise level dif-
ferences, leading to nonzero optimal reverberation times.

By design, the experimental methods employed by
Nabelek and Pickett4 and those by Finitzo-Hieber and

Tillman,5 involved speech and noise generated at positions at
the same distance from the listener. More importantly, the
signal-to-noise level difference was fixed at the location of
the listener’s head before each test. In this way, the effect of
reverberation on signal-to-noise level differences and, conse-
quently, the possible positive effect of reverberation on
speech intelligibility, were eliminated.

Bistafa and Bradley,2 on the other hand, assumed total
noise levels which did not vary with position or reverbera-
tion. The positive effect of reverberation on total speech lev-
els was included by way of a reverberant speech-sound term.
However, this method did not consider the analogous nega-
tive effect of reverberation on total noise levels. In particular,
Bistafa and Bradley usedLsf12Ln as the input parameter
describing signal-to-noise level difference.Lsf1 is a measure
of the speech-source output independent of room effects. In
fact, it is analogous to the output power level,Lws; for a
point source with directivity index qs , Lsf15Lws

210 log(qs)111 dB. It was held constant for a given predic-
tion. The effect of the room was taken into account as an
increase in speech levels due to reverberation. However,Ln

was the total noise level~including the effect of reverbera-
tion!. Since, for a given prediction,Lsf1 and Lsf12Ln were
constants, so, effectively, wasLn . Thus, the total noise level
did not increase with increasing reverberation; the adverse
effect on speech intelligibility, resulting from an increased
noise level with increased reverberation time, was not mod-
eled. In principle, the adverse effect of reverberation on
noise could be strong enough to cause a decrease in the pre-
dicted optimal reverberation times, possibly even to zero.

An alternative way to consider the physical implications
of holdingLn constant in the work of Bistafa and Bradley2 is
to assume that the effect of reverberation on noise levels
does, in fact, contribute toLn . Then, as the reverberation
time ~thus, the reverberant-field contribution toLn! in-
creases, the power of the noise source effectively decreases,
to keepLn constant. From this perspective, it is likely the
fact that the noise-source output effectively decreases with
increasing reverberation time, which leads to predictions of
nonzero optimal reverberation time. In reality, however, the
inherent sound-level output of the noise source does not
change. This begs the question of whether this method would
still predict nonzero optimal reverberation times if the noise-
source output were kept constant?

The method-of-images approach of Plomp, Steeneken,
and Houtgast7 allowed arbitrary~rectangular! room geom-
etries and absorption coefficients, thus considerably reducing
the limitations associated with diffuse-field theory, by pre-
dicting the spatial propagation characteristics of the rooms
more realistically. In their work, noise was incorporated by
considering the audience as a collection of individual noise
sources.

B. Theoretical prediction of optimal reverberation
time

1. Basic equations

To address the issue of the differences in the predicted
optimal reverberation times, we focus on noise sources in-
side the classroom~projectors, ventilation outlets, and occu-

TABLE III. Monosyllabic word-discrimination scores in percent from
Finitzo-Hieber and Tillman~Ref. 5!.

SN ~dB! T50.0 s T50.4 s T51.2 s

` 94.5 92.5 76.5
12 89.2 82.8 68.8
6 79.7 71.3 54.2
0 60.2 47.7 29.7

TABLE IV. Optimal reverberation times in seconds usingU50 predicted by
Bistafa and Bradley~Ref. 2!.

Lsf12Ln ~dB! V5100 m3 V5300 m3 V5500 m3

10 0.4 0.5 0.6
15 0.3 0.4 0.4
20 0.2 0.3 0.3
25 0.2 0.2 0.2
30 0.1 0.2 0.2
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pants!, and consider theU50 speech-intelligibility metric that
has been shown to be best suited for the evaluation of speech
intelligibility in classrooms.1 U50 is among the metrics that
make use of the acoustical energy-ratio concept. This con-
cept divides received acoustical energy into useful and det-
rimental parts. The useful part consists of the direct energy
from the speaker,Ed , and the early arriving, reflected energy
from the speaker,Ee . In U50, reflected energy that arrives at
the listener within 0.05 s of the signal is classified as early
~useful! reflected energy. The remaining reflected, or late-
arriving, energy,El , is considered detrimental. In addition to
late-arriving reflected energy, noise energy,En , is included
as detrimental. In summary, the useful-to-detrimental energy
ratio Q is defined as

Q5
Ed1Ee

El1En
. ~1!

U50 in decibels is given by

U50510 log~Q!. ~2!

To determineQ, let us follow previous work2 by consid-
ering each of the four components of energy defined previ-
ously. Assuming point sources, and applying diffuse-field
theory which assumes an exponential sound decay and a spa-
tially invariant reverberant field, it can be shown that the
direct and total-reflected energy densities (Er5Ec1El) in
w s/m3 are, respectively, given by8

Ed5
qsW

4pcrs
2 , ~3!

and

Er5
qsW

4pcrh
2 , ~4!

where qs is the directivity index of the source,W is the
output sound power of the point acoustic source~assumed,
for now, to be a speaker! in w, c is the speed of sound in m/s,
r s is the distance from the source to the listener in m, andr h

is the reverberation radius in m. The reverberation radius is
that distance at which the total reflected sound energy equals
the direct sound energy (Ed5Er). To find r h , consider Ey-
ring’s reverberation formula:

T5
24V ln~10!

c@4mV2S ln~12a!#
, ~5!

whereT is the reverberation time in s,V is the room volume
in m3, S is the room surface area in m2, a is the average
surface absorption coefficient, andm is the air-absorption
exponent in Np/m. After appropriate manipulation we obtain

12a5exp@~4V/S!~m2k/c!#, ~6!

with k5 ln(106)/T.
Using the formula for reflected energy density given by

Kuttruff:8

Er52
4W~12a!

S ln~12a!
, ~7!

and settingEd5Er with r s5r h in the expression forEd ,
then solving forr h

2 we obtain:

r h
25

qV~k2mc!exp@~4V/S!~k/c2m!#

4pc
. ~8!

It can further be shown1 that

Ee5Er~12e2k/20!, ~9!

from which it follows that

El5Ere
2k/20. ~10!

Now considerLsf1, the long-term anechoic speech level
at 1 m directly in front of the speaker~analogous to the
speaker output-power level!. If Ld denotes the direct sound
pressure level, andEs denotes the sound energy density in
w s/m3 at 1 m, we have

Ld2Lsf1510 logS Ed

Es
D510 logS 1

r s
2D ~11!

from which it follows that

rc2Ed

p0
2 5

10Lsf1/10

r s
2 ~12!

with p05231025 Pa. Similarly:

rc2Er

p0
2 5

10Lsf1/10

r hs

2 . ~13!

2. Improved treatment of noise

In this improved analysis, noise due to a source inside
the classroom is treated as generated by a point source at
distancer n from the listener. First, we note from Eq.~8! that

r hs

2

qs
5

r hn

2

qn
, ~14!

where the subscriptss and n refer to the speech and noise
sources, respectively. Then, following the same steps as for
the speaker, we find:

rc2En

p0
2 5

rc2

p0
2 ~End1Enr!510Lnf1/10S 1

r n
2 1

1

r hn

2 D , ~15!

whereEnd is the direct-energy density from the noise source,
Enr is the reflected-energy density from the noise source, and
Lnf1 is the long-term anechoic noise level at one meter di-
rectly in front of the noise source~analogous to the noise-
source output-power level!. Combining the above-given re-
sults and simplifying yields

U50510 logS ~r hs

2 /r s
2! 112e2k/20

e2k/20110~Lnf12Lsf1!/10S r hs

2

r n
2 1

qs

qn
D D .

~16!

This equation allows for the calculation ofU50 as a
function of reverberation time, speaker-to-listener distance
and speech-source output level, noise-source-to-listener dis-
tance and noise-source output level, and speech- and noise-
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source directivity indices, for a given room~in particular, for
a given volume, surface area and air-absorption exponent!.
Thus, given any room and its characteristics, and given the
distances of the speech and noise sources from the listener,
and their directivities, we can predict the optimal reverbera-
tion time for given speech- and noise-source output levels,
by finding the value ofT that maximizesU50. Note, how-
ever, that Eq.~16! is still based on diffuse-field theory; in
particular, it assumes a spatially invariant reverberant field.

It is important to emphasize here that, in Eq.~16!,
signal-to-noise level difference is defined in terms of values
inherent to the speech- and noise-source outputs, indepen-
dent of their acoustical environments, and not, as is common,
in terms of the values at a receiver position which are, of
course, strongly dependent on the acoustical environment.
Source-related values will be indicated by SNS, received val-
ues by SNR. Output-power levels of typical speakers can be
determined from published data;9 total A-weighted values
vary with vocal effort from about 60 to 75 dB. Output-power
levels of UBC-classroom projectors and ventilation outputs
have been measured.10 Typical totalA-weighted values are in
the range 40–60 dB. These data suggest that SNS would be
expected to range from about 0 to 40 dB in typical class-
rooms.

3. U50 prediction

U50 predictions were done using Eq.~16! for six class-
rooms with volumesV550, 100, 300, 500, 1000, and 4000
m3, the range found at the University of British Columbia
~UBC!. Corresponding surface areas were determined from
S55.36 V0.7104, the equation describing the best-fit regres-
sion betweenV andS for 279 UBC classrooms involved in
another study.11 Various distances from the speech source
and the noise source to the receiver were used, as detailed in
the following. Predictions were made for SNS50, 10, 20,
30, and 40 dB~again, SNS5Lsf12Lnf1 ; the actual noise- and
speech-source output levels do not matter!. The values of the
other prediction parameters were as follows:qs52, qn51,
m50.0012 Np/m,c5344 m/s. Note that noise sources were
assumed to be omni-directional, an assumption that may not
be accurate. Ventilation ducts and projectors would be ex-
pected to be directional at higher frequencies. However, their
orientations in the classroom, and the positions of receivers
with respect to them, are highly variable. Thus, an assump-
tion of omni-directionality is a reasonable one to make from
a practical point of view.

Two interesting general results were found whenU50

was maximized for various rooms and for various speech and
noise levels and listener distances:

~1! In any case for which the speech source was at a
distance equal to or less than the distance from the noise
source to the listener, an optimal reverberation time of zero
was predicted.

~2! When the noise source was closer to the listener than
the speaker, nonzero optimal reverberation times were, in
general, predicted. The optimal reverberation time increased
with classroom volume. It decreased with increased signal-
to-noise level difference, tending to zero as the level differ-

ence tends to infinity. For a givenr s , the optimal reverbera-
tion time increased with decreasingr n .

Figures 1 and 2 illustrate the results. Figure 1 represents
a ‘‘worst-case’’ scenario with larger s and smallr n . Herer s

was chosen to represent the largest likely distance from the
speech source to the receiver—that for a speaker at the front
of the classroom and the receiver at the back. Values ofr s

were calculated as a function of volume usingr s50.7145
V0.417, the equation describing the best-fit regression be-
tweenV and the distance to the center, rear of the classroom
~seating area F! for 279 UBC classrooms involved in another
study;11 the values used are shown in Table V. The noise-
source-to-receiver distance wasr n51 m corresponding, for
example, to a receiver seated close to a noisy ventilation
outlet or projector. Shown in Fig. 1 are the optimal rever-
beration times in the classrooms withV550, 500, and 4000
m3, for the case of SNS50 dB. Figure 2 shows the same
results for a receiver seated at distances one half those used
in Fig. 1. Table V summarizes the worst-case predictions of
optimal reverberation time. The optimal reverberation time
increases with increasing volume from about 0.3 s to several
seconds with low signal-to-noise level difference, and from
0.1 to 0.3 s with near optimal signal-to-noise level differ-
ence. In fact, the results are similar to, but slightly lower
than, those of Bistafa and Bradley2—see Table IV.

These results can be explained physically in an approxi-
mate way as follows. A given increase in reverberation,
while inherently tending to decrease speech intelligibility,

FIG. 1. Predicted variation of the optimal reverberation timeTopt with the
distance from the noise source to the receiver,r n , for classrooms with three
volumes: ~—! 4000 m3; ~---! 500 m3; ~¯! 50 m3, and SNS50 dB. The
speaker is at the front, the receiver at the back, of the classroom.

FIG. 2. Predicted variation of the optimal reverberation timeTopt with the
distance from the noise source to the receiver,r n , for classrooms with three
volumes: ~—! 4000 m3; ~---! 500 m3; ~¯! 50 m3, and SNS50 dB. The
speaker is at the front, the receiver in the middle, of the classroom.
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also results in a constant position-invariant increase in
steady-state reverberant speech and noise levels which add to
direct levels to give the total speech and noise levels. For
both the speech and the noise, the magnitude of the total-
level increases depends on the relative contributions of the
direct and reverberant levels. At low source/receiver dis-
tance, the direct sound dominates, and the increase is small;
at large distance the reverberant sound dominates and the
increase is large. Thus, the constant increase in reverberant
level results in an increase in the total level which increases
with source/receiver distance. The relative amounts by which
the speech and noise levels increase with increased rever-
beration determine whether the resulting speech-to-noise
level difference increases~tending to increase intelligibility!,
decreases~tending to decrease intelligibility!, or remains the
same. This depends on the relative distances of the speech
and noise sources from the receiver. If the distances are the
same, both the speech and noise levels vary with reverbera-
tion in the same way, and the level difference does not
change; the only effect on intelligibility is a decrease due to
increased reverberation. If, on the other hand, the noise
source is farther from the receiver than the speech source,
then noise levels increase more with reverberation than do
speech levels; resulting level differences decrease, tending to
decrease intelligibility. This reinforces the effect of rever-
beration on intelligibility, and leads to an optimal reverbera-
tion time of zero. Finally, if the speech source is farther from
the receiver than the noise source, then speech levels in-
crease more with reverberation than do noise levels, and the
level difference increases with reverberation, tending to in-
crease intelligibility. This trend tends to counteract the de-
crease in intelligibility due to temporal reverberation, leading

to the highest intelligibility occurring at a nonzero optimal
reverberation time.

It is of interest to consider the results in terms of the
more commonly used received signal-to-noise level differ-
ence, SNR. Values corresponding toTopt are shown in Table
V. It is generally considered that SNR.15 dB is required for
excellent speech intelligibility.2 Table V shows that SNSs
greater than about 20, 28, and 38 dB, respectively, are re-
quired to achieve this in small, medium, and large class-
rooms.

It is also of interest to consider the results in terms more
directly relevant to classroom design—for example, the
amount of sound absorption required to achieve the optimal
reverberation times. Table V shows the optimal average
surface-absorption coefficients,aopt, corresponding to the
Topt values, calculated using diffuse-field theory. In quiet
classrooms, requiring low reverberation times and, in gen-
eral, high absorption, the optimal coefficient increases with
volume from about 0.7 to 0.9. In moderately noisy class-
rooms, it varies between about 0.4 and 0.5. In noisy class-
rooms, requiring higher reverberation and, generally, low ab-
sorption,aopt decreases with volume from about 0.2 to 0.1 s.
The classroom sound-absorptive features that can be used to
achieve these various values ofaopt can be determined from
absorption-coefficient data published elsewhere.12,13

4. Reverberation time for satisfactory speech
intelligibility

It should be noted that, although the reverberation times
recommended previously do not provide optimal speech in-
telligibility for listeners closer to the speaker than to the

TABLE V. Optimum reverberation times~Topt in s—first line!, received signal-to noise level differences~SNR
in dB—second line! and U50’s in dB ~third line!, determined using Eq.~16!. Also shown are the optimum
average surface-absorption coefficients~aopt—fourth line! calculated fromTopt using diffuse-field theory.

V550 m3 V5100 m3 V5300 m3 V5500 m3 V51000 m3 V54000 m3

SNS ~dB! Quantity r s53.7 m r s54.9 m r s57.7 m r s59.5 m r s512.7 m r s522.7 m

Topt ~s! 0.08 0.08 0.10 0.11 0.12 0.17
40 SNR~dB! 34.23 31.35 27.35 25.42 22.60 17.62

U50 ~dB! 30.73 28.13 23.91 21.91 19.20 13.93
aopt 0.69 0.76 0.79 0.81 0.84 0.86

Topt ~s! 0.10 0.14 0.14 0.16 0.19 0.29
30 SNR~dB! 25.03 22.65 18.92 17.22 14.83 10.47

U50 ~dB! 21.61 19.22 15.23 13.36 10.82 5.94
aopt 0.61 0.64 0.67 0.68 0.69 0.68

Topt ~s! 0.14 0.17 0.23 0.27 0.35 0.61
20 SNR~dB! 16.18 14.49 11.43 10.02 8.28 4.97

U50 ~dB! 12.69 10.69 7.22 5.56 3.33 21.08
aopt 0.48 0.49 0.49 0.49 0.47 0.41

Topt ~s! 0.23 0.29 0.43 0.53 0.72 1.42
10 SNR~dB! 7.54 6.38 4.25 3.25 1.92 20.54

U50 ~dB! 3.85 2.30 20.56 22.01 24.06 28.42
aopt 0.33 0.32 0.30 0.29 0.26 0.20

Topt ~s! 0.34 0.43 0.72 0.91 1.27 2.85
0 SNR ~dB! 21.69 22.58 23.95 24.69 25.73 27.39

U50 ~dB! 25.43 26.69 29.22 210.59 212.62 217.09
aopt 0.24 0.23 0.19 0.18 0.15 0.10
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noise source~we have found optimal values of zero in this
case!, U50 tends to be high for these listeners. In Table V,
U50 values corresponding to the optimal reverberation times
are shown; they are as higher than 30. Optimal reverberation
times may not be necessary for satisfactory speech intelligi-
bility. For example, it has been suggested thatU50>1.0 is
sufficient for satisfactory speech intelligibility.1 Following
this suggestion, Table VI gives the ranges of reverberation
times which result in satisfactory speech intelligibility for the
same worst-case configurations considered previously.U50

>1.0 can generally be achieved with SNS greater than about
15 dB, andT in the range 0 to 0.9 s; it generally cannot be
achieved if SNS,0 dB. ‘‘Na’’ entries indicate conditions for
which U5051.0 cannot be obtained, regardless of reverbera-
tion time. Table V indicates the combinations of classroom
volume and source-related signal-to-noise level difference,
SNS, which correspond toU50>1.0. In classrooms with low,
medium, and high volume SNS must exceed about 5, 15, and
25 dB, respectively, to achieve satisfactory speech intelligi-
bility.

5. Extension to multiple noise sources

Classrooms usually contain only one main speech
source, but they may contain many sources of noise~e.g.,
ventilation outlets, projectors, occupants!. The above-
mentioned work assumed only one noise source. However,
we can account for multiple noise sources~say,m of them,
whereni refers to thei th noise source! in the present analysis
by simply adding the energy contributionsEni ( i
51,2,...,m) of all sources to give the total-noise energy den-
sity:

En5(
i 51

m

Eni5(
i 51

m

10Lnf1i /10S 1

r ni
2 1

1

r hni

2 D , ~17!

where Lnf1i is the long-term anechoic noise level at 1 m
directly in front of thei th noise source, andr ni is the dis-
tance of thei th noise source to the listener. This gives

Q5
~r hs

2 /r s
2! 112e2k/20

e2k/201(
i 51

m

10~Lnf1i2Lsf1!/10S r hs

2

r ni
2 1

qs

qni
D . ~18!

When this method is applied to multiple noise sources,
those further from the listener than the signal have negligible
effect in the prediction of optimal reverberation time. For
example, when a noise source~regardless of output level! is
added at 30 m from the listener in the example in the previ-

ous section~where the signal was 20 m from the listener and
the first noise source was 1 m from the listener!, optimal
reverberation-time predictions remain exactly the same. This
result suggests that, for multiple noise sources, only those
closer to the listener than the speech source need to be con-
sidered. Also, as might be expected, adding noise sources
that are closer to the listener than the signal results in an
increase in the predicted optimal reverberation time.

6. Further explanation of the contradiction in the
literature

Different treatments of noise were suggested as the rea-
son why empirical methods find an optimal reverberation
time of zero while theoretical methods predict nonzero val-
ues. We can use Eq.~16! to corroborate this explanation.
First, as noted previously, experimental methods effectively
ignore the positive effect of reverberation on signal-to-noise
level differences. This is equivalent to replacing the (r hs

2 /r n
2

11) term in the denominator of Eq.~16! with one, resulting
in optimal reverberation times of zero. If the signal-to-noise
level difference were allowed to vary with changing rever-
beration, the design of experimental methods~with noise and
speech generated at the same distances from the listener!
would correspond tor n5r s . In this case, Eq.~16! predicts
an optimal reverberation time of zero.

In the treatment of noise by Bistafa and Bradley,2 the r n

variable was eliminated, because there was no source of
noise. Also, the effect of reverberation on noise was included
in Lnf1 , which was the total noise level. This is equivalent to
replacing the (r hs

2 /r n
211) term in the denominator of Eq.

~16! with r hs

2 . To apply our model in this case, we treat the

uniform and stationary noise as originating from a noise
source close to the listener—sayr n51 m. Thenr n!r s , and
Eq. ~16! predicts nonzero optimal reverberation times~see
Table V!.

In the work of Plomp, Steeneken, and Houtgast,7 a lis-
tener had several point noise sources nearby. In particular,
there was a noise source that was closer to the listener than
the speaker. From our discussion of multiple noise sources,
we see that our method predicts nonzero optimal reverbera-
tion times in this situation. This is consistent with the find-
ings of Plomp, Steeneken, and Houtgast.

III. OPTIMAL REVERBERATION TIMES IN
UNOCCUPIED CLASSROOMS

The optimal classroom reverberation times discussed
previously ~e.g., as presented in Table V! are those experi-
enced by the occupants of the classroom when in use—that

TABLE VI. Ranges of sufficient reverberation time in seconds for satisfactory speech intelligibility, for the ‘‘worst case’’ of larger s and r n51 m. ‘‘Na’’
indicates that satisfactory speech intelligibility cannot be achieved.

V550 m3 V5100 m3 V5300 m3 V5500 m3 V51000 m3 V54000 m3

SNS ~dB! r s53.7 m r s54.9 m r s57.7 m r s59.5 m r s512.7 m r s522.7 m

40 0–0.9 0–0.9 0–0.9 0–0.9 0–0.9 0–0.9
30 0–0.9 0–0.9 0–0.9 0–0.9 0–0.9 0–0.9
20 0–0.8 0–0.8 0–0.8 0.1–0.8 0.2–0.8 Na
10 0.1–0.6 0.2–0.5 Na Na Na Na
0 Na Na Na Na Na Na
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is, in the occupied classroom. It would be convenient, how-
ever, to be able to specify optimal reverberation times for the
unoccupied classroom, since unoccupied values are those to
which designers can more readily design. This can be accom-
plished by calculating the reverberation times in the unoccu-
pied classrooms from those that are optimal in the occupied
classrooms, given the number of occupants and their absorp-
tion characteristics. This can be done using diffuse-field
theory, according to which the occupied reverberation time
To in seconds is given by

To5
0.161V

Au1NAp
, ~19!

in which V is classroom volume in m3, Au is the unoccupied
room absorption in m2, N is the number of occupants, andAp

is the absorption per occupant~the 1 kHz value of 0.81 m2 is
used here!.13

Now, according to diffuse-field theory, for the unoccu-
pied classroom,Tu50.161V/Au ; thus, Au50.161V/Tu .
Substituting this into Eq.~19! and rearranging gives

Tu5
1

1

To
2

ApN

0.161V

. ~20!

Note that, according to this expression, classrooms of
different volumes with the same occupiedTo’s and the same
numbers of occupants per unit volume, have the same unoc-
cupiedTu’s ~and vice versa!.

Consider classrooms with volumes of 50, 100, 300, 500,
1000, and 4000 m3, as discussed previously. Assume that
these classrooms contain 12, 25, 70, 115, 230, and 400 oc-
cupants, respectively~these were again determined from
typical data for 279 UBC classrooms considered in another
study11 on the assumption of 70% occupancy, typical of
UBC classrooms!. Table VII shows, for various source-
related signal-to-noise level differences, the optimal unoccu-
piedTu ’s associated with the optimal occupiedTo’s in Table
V. In the case of the low optimalTo’s associated with high
signal-to-noise level difference, the optimalTu’s are almost
the same. However, in the case of the higher optimalTo’s
associated with low signal-to-noise level difference and large
volume, optimalTu’s can be as high as several seconds. In
several of these cases the optimalTu was negative~in Table
VII, this is indicated by a dash!. The explanation of this
nonphysical result is that the amount of absorption provided
by the classroom occupants exceeded that required to obtain

the optimal occupied reverberation time; that is, the optimal
occupied reverberation time cannot be achieved if the class-
room is 70% occupied.

IV. CONCLUSION

Our work indicates that the question of optimal rever-
beration time is ultimately reduced to the question of how to
incorporate noise in a physically realistic manner. Here we
have considered noise sources located in the classrooms. To
treat noise as it is treated in the experimental methods—
where its level is adjusted with changing reverberation to
keep the signal-to-noise level difference at the listener
constant—is not realistic. In a real classroom, it is the inher-
ent output-power level of the noise source and of the speaker
that is constant, regardless of reverberation, not the levels at
the listener position. Nor is it realistic to treat noise as gen-
erated at a single point somewhere within the classroom at a
distance from the listener equal to the distance between the
speaker and the listener. Sources of ventilation and student-
activity noise are very easily, and most likely, located much
closer to the listener than is the speaker. Consequently, the
way in which noise is incorporated in the theoretical methods
is, in this respect, more realistic than in experimental meth-
ods. In using theoretical methods, however, we must still be
careful to incorporate the effect of reverberation on noise.
Bistafa and Bradley2 did not do this, while Plomp,
Steeneken, and Houtgast7 did.

A physically realistic treatment of noise incorporates
both the nearby noise source and the effect of reverberation
on noise—for example, by settingr n,r s in Eq. ~16!. The
results of such an analysis are given in Table V. We see that
when noise is incorporated in a more physically realistic
manner, nonzero reverberation times, in the range of 0.1 s to
several seconds, are found to be optimal.

There are numerous reasons why a reverberation time of
zero may not, in practice, be desirable. First, the cost of
reducing reverberation times to very low values may be pro-
hibitively expensive and impractical. Second, it is unnatural
to be in an environment in which there is very little rever-
beration. A listener in such an environment may feel uncom-
fortable, while speakers may have difficulty monitoring their
voices ~since no energy is returned!. Also, since speech is
directional~directed predominantly in front of the speaker!,
listeners in an anechoic situation who are not positioned di-
rectly in front of the speaker will receive relatively little
direct speech signal. Further, since the rate of spatial de-
crease of direct energy is inversely proportional to the square

TABLE VII. Predictions of optimal reverberation time in seconds in unoccupied classrooms from the values
when occupied from Table V.N is the number of classroom occupants.

V550 m3 V5100 m3 V5300 m3 V5500 m3 V51000 m3 V54000 m3

SNS ~dB! N512 N525 N570 N5115 N5230 N5400

40 0.1 0.1 0.1 0.1 0.1 0.2
30 0.1 0.1 0.2 0.2 0.2 0.3
20 0.2 0.2 0.3 0.4 0.6 0.9
10 0.3 0.5 0.9 1.4 4.3 5.0
0 0.6 0.9 4.7 - - -
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of the distance between the listener and the speaker, listeners
far from the speaker~near the back of a large classroom, for
example! will also receive little direct speech signal. These
listeners rely on reflected sound energy to hear what is being
said.

For all of the above-mentioned reasons—in particular,
because physically realistic incorporation of noise leads to
predictions of nonzero optimal reverberation time—it is safe
to conclude that one should aim for nonzero reverberation
times in occupied classrooms. Reverberation times varying
from 0 to 1 s with increasing noise level and classroom size
appear to be appropriate; these correspond to optimal values
in unoccupied classrooms which are as high as several sec-
onds. However, optimal values may, in fact, be impossible to
achieve in well-occupied classrooms, since the absorption
provided by the occupants may exceed that required for op-
timal reverberation times.

The above-presented work is by no means conclusive
and points to other areas that should be explored. The use of
other metrics to predict optimal reverberation time is one
natural extension of the work done here withU50. Although
such work has been done,2 it would be beneficial to seek
results when noise is incorporated in a more physically real-
istic manner and which eliminates the assumption of diffuse-
field theory. To do so, and to improve the current work, it is
necessary to accurately model noise in classrooms~or, if this
has already been done, to apply these models to the predic-
tions!. Another interesting approach would be to realistically
incorporate noise into the experimental methods. For obvi-
ous reasons, this may be quite difficult~or even impractical!
and, again, demands an accurate model of noise in class-
rooms.

It is also important to note that increased reverberation
times and background noise may have more adverse effects
on children, older listeners, and the hearing impaired than on
normal-hearing, adult listeners.3,5 Consequently, the above-
presented results may not apply to these listeners. Also of

importance would be to findU50 levels which correspond to
acceptable speech intelligibility for various groups of special
listeners ~children, elderly, hearing impaired!, and to use
these to suggest ideal and acceptable reverberation levels in
classrooms designed to teach these people.

Finally, further work is required to revise the prediction
models to reduce their reliance on diffuse-field theory. In
particular, it would be of interest to incorporate more realis-
tic decreases of steady-state levels with source–receiver
distance.12,13
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A simple and accurate method for the estimation of ultrasonic transducer fields is developed. In the
method, the angular spectrum is employed to evaluate the three-dimensional propagation from a
measured plane to an arbitrary parallel plane. The implementation uses a discrete convolution that
is described in detail. Relative to conventional spatial-frequency representations, the implementation
of the angular spectrum method in this paper has the advantage of being free from artifacts, enabling
sample spacing to be greater than one half wavelength, using memory efficiently, and interpolating
the measured data. The loosened sampling requirement and natural interpolation of the method
permit efficient reconstruction of the full three-dimensional acoustic field from a coarse sound
pressure measurement on single plane. ©2002 Acoustical Society of America.
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I. INTRODUCTION

The acoustic field of an ultrasonic transducer determines
the quality of imaging and sensing that the transducer can
provide. Although direct three-dimensional~3D! measure-
ment of the acoustic field may be impractical, the 3D sound
field can in theory be reconstructed from the sound pressure
distribution measured on a plane orthogonal to the axis of
the transducer.1–3 The method is known as angular spec-
trum method or acoustical holography.4,5 An advantage of
angular spectrum method is that volumetric diffraction be-
tween parallel planes is represented as a linear filtering op-
eration efficiently implementable by a fast Fourier transform
~FFT! without explicit account of geometry or boundary
conditions.

Although in principle straightforward, the 3D acoustic
field reconstruction using an angular spectrum method has
not been reported to our knowledge. This is perhaps because
artifacts and stringent sampling requirements arise from the
spatial-frequency implementation of filtering when the
spatial-frequency characteristic of the propagation function
has a sudden jump or singularity.6,7

In this paper that extends a previous conference paper8

by the inclusion of a theoretical basis and includes further
data as well as a more formal presentation of results, a re-
construction technique based on a discrete convolution of
the input data with a transfer function represented in the
spatial domain6 rather than the conventional manipulation
of the input data in the frequency domain is proposed. Al-
though a similar technique known as the convolution back-
projection ~CBP! method is used in x-ray computer
tomography,9,10 a two-dimensional convolution based recon-
struction in acoustical holography has not apparently been
reported.

The implementation of acoustical holography by con-

volution may have been thought impractical because the
filter has infinite extent in the spatial domain. However, if
the output has finite extent, the unnecessary part of the fil-
ter response can be truncated. Then, the overlap-save
method,10 which is a convolution based algorithm designed
for implementing finite impulse response~FIR! filters, can be
used.

This paper also shows that when the finite sound source
is reconstructed from the sampled acoustic field, the sam-
pling interval in measurements can be taken to be signifi-
cantly greater than half a wavelength without loss of
precision.11–17 Using this property along with the overlap-
save method allows an efficient algorithm for the reconstruc-
tion of the acoustic field. By taking the pixel interval of the
reconstructed source image to be less than or equal to half a
wavelength, the acoustic field at an arbitrary point can be
evaluated by a successive forward propagation of the source
image. The sampling interval depends on the ratio of the
source size and the observation distance. Since the measure-
ment of a field by scanning a hydrophone is generally a slow
process, use of a coarse sampling interval can reduce the
measurement by an order of magnitude if the time for mea-
surement is assumed proportional to the square of the recip-
rocal of the sampling interval.

In Sec. II, a spatial-domain expression for the propaga-
tion is introduced and sampling conditions in the general
case as well as backpropagation are discussed. Section III
explains the implementation that incorporate the overlap-
save method and the interpolation of the measured data on
the source plane as well as successive reconstruction of
acoustic field. Finally, Sec. IV presents experimental results
and compares the precision and sampling requirements for
conventional and convolutional techniques.
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II. SPATIAL DOMAIN REALIZATION OF ANGULAR
SPECTRUM

The angular spectrum method is commonly described in
the spatial-frequency domain because the expressions are
simple. A spatial domain representation is obtained by the
inverse Fourier transform of frequency domain
representation6 or by forming an appropriate Green’s func-
tion. Although these two representations are mathematically
equivalent, they have a distinct difference when implemented
with finite arithmetic. In the following, the spatial-domain
representation and its features are discussed because this ap-
proach is not susceptible to artifacts.

A. Representation of transfer function in spatial
domain

An acoustic wave propagating in the positive direction
of z-axis is considered here. The fields are represented inx-y
planes. The propagation of sound pressure between two
planes, one atz5z1 and the other atz5z2 , is expressed by
the following convolution:6

p~x,y,z2!5E
2`

1`E
2`

1`

p~j,h,z1!

•h~x2j,y2h,z22z1!dj dh ~1!

in which

h~x,y,z!5
z~11 jkr !

2pr 3
exp~2 jkr !,

~2!
r 5Ax21y21z2,

and k is the wave number given by 2p f /c. ~The symbolf
denotes temporal frequency in Hertz andc is the sound
speed.! In practice, the sound pressure distribution cannot be
measured over an infinite extent. Thus,p(j,h,z1) and
p(x,y,z2) in Eq. ~1! are limited to finite ranges, i.e.,

j0<j<j1 , h0<h<h1 ,

and

x0<x<x1 , y0<y<y1 .

In this case, only a finite range

x02j1<x2j<x12j0 , y02h1<y2h<y12h0

in h(x2j,y2h,z22z1) is required for evaluation of Eq.~1!.
This is important when the data are treated in spatial domain.
In the frequency domain, an infinite extent ofh(x2j,y
2h,z22z1) is used implicitly and this leads to artifacts.

B. Discrete representation and general sampling
conditions

The convolution integral in Eq.~1! can be approximated
by a summation of values at discrete points:

p~x,y,z2!.DxDy (
i h52`

`

(
i j52`

`

p~Dxij ,Dyih ,z1!

3h~x2Dxij ,y2Dyih ,z22z1!, ~3!

whereDx and Dy are the sampling interval in thex and y
coordinates, respectively. To calculatep(x,y,z2) accurately
using Eq.~3! instead of Eq.~1!, the sampling intervalsDx
andDy need to be smaller than the reciprocal of the maxi-
mum spatial frequency of the integrand of Eq.~1! in each
dimension.~See Appendix A for a sufficient condition that
the integral and summation are equal.!

The spatial-frequency characteristics ofh(x,y,z) deter-
mine the maximum frequency not only forp(x,y,z2) but
also for p(j,h,z1) because the pressure fieldp(j,h,z1) is
filtered before observation in either numerical calculations or
physical experiments. The 2D Fourier transform ofh(x,y,z)
in x andy may be expressed6

H~u,v,z!

5H exp~ j 2pzA~ f /c!22~u21v2!!, ~u21v2!<~ f /c!2,

exp~22pzA~u21v2!2~ f /c!2!, ~u21v2!.~ f /c!2.

~4!

Here, the latter term on the right-hand side describes an eva-
nescent wave that decays exponentially with propagation dis-
tance.

The spatial-frequency range of the integrand in Eq.~1!,
i.e., p(j,h,z1)h(x2j,y2h,z22z1), is bounded by the sum
of the range forp(j,h,z1) and for h(x2j,y2h,z22z1).
Assuming that the input pressure fieldp(j,h,z1) is observed
more than a few wavelengths away from the sound source
prior to the evaluation of Eq.~1! and thatz22z1 is also
larger than a few wavelengths, the evanescent wave compo-
nents overf /c become negligible in each term. Then,Dx
,c/(2 f ) and Dy,c/(2 f ) become sufficient conditions to
satisfy the constraint that sampling intervals be smaller than
the reciprocal of the maximum spatial frequency of the inte-
grand in Eq.~1!.

However, even ifp(j,h,z1) is properly bandlimited, the
calculation of propagation using Eq.~1! for extremely small
distances, i.e.,uz22z1u,c/ f , is a problem becauseh(x
2Dxij ,y2Dyih ,z22z1) has undesired high spatial-
frequency components and suitable interpolation of the pulse
train p(Dxij ,Dyih ,z1) is not possible.

C. Sampling conditions needed for reconstruction of
a point source

The maximum spatial frequency of the integrand in Eq.
~1! becomes smaller than the simple sum of frequency range
for p(j,h,z1) and h(x2j,y2h,z22z1) in some special
cases. For example, suppose that a point pressure source is
located at~0,0,0!. The sound pressure caused by this point
source in the planez5z1 is described by

p~x,y,z1!5E
2`

1`E
2`

1`

d~j,h!h~x2j,y2h,z1!dj dh

5h~x,y,z1!. ~5!

Then, fromp(x,y,z1), a diffraction limited point source dis-
tribution on z50 can be reconstructed by backpropagating
the field using a complex conjugate propagatorh* (x,y,z)
instead ofh(x,y,z). The expression for this is
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p~x,y,0!5E
2`

1`E
2`

1`

h~j,h,z1!•h* ~x2j,y2h,z1!dj dh.

~6!

When uxu and uyu are small, h(j,h,z1) and h* (x2j,y
2h,z1) have almost opposite phase and they cancel each
other. In fact, the highest spatial frequency of
h(j,h,z1)h* (x2j,y2h,z1) is dependent onx andy. These
spatial frequencies are given by

~ f /c!/@~1/2!21~z1 /x!2#1/2,

and

~ f /c!/@~1/2!21~z1 /y!2#1/2.

~See Appendix B for this calculation.! By limiting the range
of reconstruction touxu<xmax and uyu<ymax, the sampling
requirements become

Dx,~c/ f !@~1/2!21~z1 /xmax!
2#1/2, ~7!

and

Dy,~c/ f !@~1/2!21~z1 /ymax!
2#1/2. ~8!

III. METHOD OF CALCULATIONS

A. Implementation using the overlap-save method

If the input pressure field has finite extent, Eq.~3! can be
rewritten using the finite sum

p~Dxix1x0 ,Dyiy1y0 ,z2!

.DxDy (
i j50

Nj21

(
i h50

Nh21

p~Dxij1j0 ,Dyih1h0 ,z1!

3h~Dx~ i x2 i j!1~x02j0!,Dy~ i y2 i h!

1~y02h0!,z22z1!,

0< i x<Nx21, 0< i y<Ny21, ~9!

in which Dx and Dy are sampling intervals, andNj , Nh ,
and Nx , Ny are the number of samples in observation and
reconstruction data, respectively.

Equation~9! can be implemented using a DFT based fast
convolution. To ensure that the every point in the input af-
fects each point in the output, (Nj1Nx21)3(Nh1Ny21)
samples ofh are required. The result is that the linear con-
volution of Nj3Nh and (Nj1Nx21)3(Nh1Ny21) ex-
tends to (2Nj1Nx22)3(2Nh1Ny22). The storage re-
quirements for computation can be reduced by the use of the
overlap-save method.10 The original method was designed to
evaluate the discrete convolution of infinite input sequences
with finite impulse response filters; the use here is instead
with a finite sequence and an infinite response filter. Both the
input pressure field and the transfer function should be stored
in an (Nj1Nx21)3(Nh1Ny21) 2D array. The input pres-
sure field should be in the lower left corner of the array and
the rest of the array should be filled with zeroes. The DFTs of
these two arrays are multiplied in the frequency domain; the
output pressure field is in the upper-right corner of the cor-
responding IDFT and starts at (Nj21,Nh21). The upper

and right ends of the convolution that exceed the DFT size
are wrapped around and overlapped on the lower and left
ends of the array.

The abovementioned convolution may be done by using
either a (Nj1Nx21) column by (Nh1Ny21) row 2D FFT
or a (Nj1Nx21)3(Nh1Ny21) 1D FFT. In the latter, the
one-dimensional sequence is formed by arranging columns
end to end.9 The difference between these methods is in the
wrapped portion of the result. TheNx3Ny output that origi-
nates at (Nj21,Nh21) is, however, identical. Further de-
tails can be found in Ref. 8.

When using a typical FFT with a data length that is not
a power of two, zero padding is required. For a 2D FFT, the
data should be filled with zeroes to a power of 2 in each
dimension. For a 1D FFT, only the total length of the data
need to be padded to power of 2. The 2D FFT implementa-
tion requires, consequently, double the storage in the worst
case and is computationally more complex than the 1D FFT.
Prime factor FFT packages that have recently become avail-
able, however, make the choice of data size less critical.18

B. Point source reconstruction with a fine resolution

The discussion in Sec. II C shows a point-source field
that is measured with a large sampling interval@.c/(2 f )#
can be backpropagated to the source plane. However, the
sample interval for the reconstruction must be less than a
half wavelength to avoid loss of information and to form an
equivalent source for successive use. This is accomplished
by evaluating Eq.~9! repeatedly with a fractional increments
of x0 and y0 relative to measurement sampling interval.
Then, merging each reconstruction with differentx0 and y0

forms a fine resolution reconstruction. Alternatively, this may
be done of the expense of memory in one step by storing
measurement data in appropriate position of a finely spaced
array.

Why can an image be reconstructed with finer resolution
than the measured data? The reason is that the measurement
has far larger extent than the reconstruction and this has the
effect of preserving the total amount of information in a di-
verging field. The wave front converges during backpropa-
gation to the source, which decreases the effective sample
spacing. Noteworthy is that application of ordinary polyno-
mial or bandlimited type interpolation schemes to a coarse
reconstruction does not reproduce the source accurately be-
cause these schemes simply smooth out the distribution and
do not supply missing information.

Numerical examples of point-source reconstructions are
shown in Fig. 1.8 First, the field is calculated on a coarse
sampling interval obeying Eq.~5!. Then, the field is back-
propagated to the source plane using Eq.~9! with the com-
plex conjugate propagatorh* . The distance between the
source and the point of observation is 100 wavelengths and
the measurement sampling interval is eight wavelengths@16
times the Nyquist intervalc/(2 f )]. This permits accurate
reconstruction within the range ofxmax5ymax512.5 wave-
lengths using Eqs.~7! and ~8!.

A virtually infinite aperture size, i.e., 9603960 wave-
lengths, is used in the reconstruction shown in Fig. 1. The
shape of the diffraction limited impulse response is clearly
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represented by a reconstruction sampling interval of 1/10 of
the wavelength. The field from the point source is stored in
lower left 1203120 portion of 1283128 array and upper
right 838 regions are reserved for the reconstruction. To
perform the interpolation, this process is repeated 80 times in
each direction with wavelength/10 increments ofx0 and y0

and results are merged. The largest amplitude at the edge of
aperture is 4% of the amplitude at the center. Since this fac-
tor applies also in the backpropagation, the effect of finite
aperture is negligible. The reconstructed image has the char-
acteristic form of a Bessel function because the measurement
aperture is very large and the theoretical resolution limit is
almost achieved.

The artifacts beyond6xmax and6ymax are from aliasing
due to the sampling procedure. However, the aliasing is not
present within the region of interest in the reconstruction.

C. Finite source reconstruction and successive
forward propagation

A finite sound source can be interpreted as a superposi-
tion of point sources. Therefore, the above discussion can
also be applied to the reconstruction of finite sound source.
The image of a point source can be obtained accurately in the
range of 2xmax32ymax. For the reconstruction of a finite
source, the accurate range becomes (2xmax2xsource_size)
3(2ymax2ysource_size) because the aliasing or grating lobe
artifact of the other part of finite source also interferes in the
reconstruction, i.e., the following relations must be satisfied:

xsource_size,2xmax2xsource_size,

and

ysource_size,2ymax2ysource_size.

As a result, maximum source size reconstructable without
artifact becomesxmax3ymax for a givenDx andDy.

By taking the sampling intervals of the source recon-
struction less thanc/(2 f ), the data can then be used for
forward propagation to an arbitrary point for field recon-
struction since the data now satisfies general sampling re-
quirements. In most cases, this process can reduce data re-
quirements by an order of magnitude in comparison to direct
reconstruction from measured data that satisfy the general
c/(2 f ) sampling criterion.

IV. RESULTS

A. Measurement methods

The source images and the acoustic fields of actual
transducers were reconstructed. In these reconstructions, the
data were obtained from measurements in water and the
transducers were driven by 30 cycles of a 2.25 MHz sine
wave. The wave field was sampled by mechanically scanning
a 1 mm diam PVDF hydrophone~see Fig. 2!. The temporal
signal from the hydrophone was sampled at a 50 MHz rate
and the complex amplitude at 2.25 MHz was extracted from
a Fourier transform of the sampled sequence.

B. Reconstruction of finite sound source and its
acoustic field

For the reconstruction shown in Fig. 3~a!, a 50350 point
measurement was made at a range of 50 mm from a 25.4 mm
diam disk transducer. The sampling increment of the mea-
surement was 0.9 mm~nearly three times larger than the
Nyquist interval, since the wavelengthc/ f is 0.667 mm in
water!. Two zeroes were inserted in the measured data be-
tween each point to form a 1483148 point data set with a 0.3
mm sampling interval. The resulting data were then back-
propagated to the source plane using Eq.~9!. The size of
reconstruction was chosen to be 1003100. A 65 536 point
1D FFT was performed after zero padding the sequence.
~The minimum DFT size for this situation is 2473247 in 2D
or 61 009 in 1D.! The interpolated reconstructed source im-
age is shown on the left side of Fig. 3~a!. In spite of the
coarse measurement interval, no grating artifacts are present
in the 1003100 point reconstruction.@The absolute maxi-
mum sampling interval given by Eqs.~7! and ~8! is around
1.35 mm so a 0.9 mm sampling interval still is less than the
maximum.# Finally, the reconstructed image of the source
was used for the successive calculation of the acoustic field
by forward propagation. The result is shown on the right side
of Fig. 3~a!. In this figure, the cross-sectional acoustic field

FIG. 1. Back-propagated image of point source.Dx5Dy58c/ f , z1

5100 c/f, andDxNj5DyNh59.6z1 . ~Dynamic range560 dB.!

FIG. 2. Apparatus for measurement using PVDF hydrophone.
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along the transducer axis is displayed. The size of re-
construction is 15031 and was obtained by repeating the
reconstructions at 0.3 mm intervals up to 100 mm distance
from the source plane. Since the absolute half-wavelength
sampling requirements are satisfied, an artifact free image
is obtained over the entire range. In this case, a smaller
size FFT could be used because only a one-line reconstruc-
tion along the transducer axis was sought. A 32 768 point 1D
FFT was used for the reconstruction in the figure.~The mini-
mum DFT size is 2493100 for the 2D case or 24 900 for 1D
case.!

In Fig. 3~b!, the reconstructed source image and acoustic
field of a 19 mm diam focused transducer are shown. The
measurements were made at 80 mm from the transducer sur-
face in 25325 point grid with a sampling interval of 1.8 mm.
Five zeroes were inserted between each measurement point
to yield a 1453145 point array. A 1003100 point source
image was then reconstructed using 0.3 mm sampling inter-
vals. The source reconstruction has a nonuniform ringlike
distribution. This is caused by the acoustic lens in front of
the transducer. The lens material acted like a matching layer
between the water and the PZT material and transmitted en-
ergy most efficiently when the thickness was an odd multiple

of a quarter wavelength. As expected from this phenomenon,
the difference of the acoustic path between the central maxi-
mum and the second maximum is approximately a half
wavelength. The axial acoustic field was reconstructed in the
same manner as for the previous figure.

Figure 4 shows a direct reconstruction of an acoustic
field without first calculating the source under the same cir-
cumstances described for Fig. 3~b! to demonstrate the advan-
tage of a two-step reconstruction. The measured data were
expanded to 1453145 points and the field evaluated directly
from these data. Because the field was undersampled, several
grating lobes are present along with the true acoustic beam
from the measurement plane. The key to the two-step recon-
struction is the separation of the source image from the arti-
facts due to the sampling conditions and the use of only the
artifact-free information for the subsequent reconstruction.
Equations~7! and ~8! specify the conditions that ensure the
image of the source is not corrupted by the sampling arti-
facts. In Fig. 4, the source image is completely free of arti-
facts at the source plane.

A comparison of the convolution based propagation de-
scribed here with a conventional frequency-domain imple-

FIG. 3. Reconstructed source image
and acoustic field obtained by forward
propagation;~a! 25.4 mm flat trans-
ducer, ~b! 19 mm focal transducer
~focal length5100 mm!. ~Dynamic
range540 dB.!

FIG. 4. Direct reconstruction of 19 mm focal transducer
using a spatial-domain convolution from the measure-
ment at 80 mm.~Dynamic range530 dB.!
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mentation shows that artifacts in the convolution based ap-
proach are significantly less than in the frequency-domain
approach.8

The accuracy of the two-step reconstruction was tested
by comparing the forward propagated data with the original
data. The results are shown in Fig. 5. The backpropagation
and forward propagation were used to interpolate the data in
the plane of observation. In this case, a 1453145 point set of
data was obtained from a 25325 point set of data. Although
the data were obtained experimentally, the interpolated data
agree almost perfectly with the original.~The error is the
absolute of difference between complex amplitude of the
original data and the interpolated data.! This shows that no
information was lost in the two-step reconstruction by the
addition of second propagation step. The reason is that the
convolution based method propagates all the frequency com-
ponents that originate from the geometry of the measurement
aperture in which the data are acquired.

V. CONCLUSIONS

A discrete convolution-based holographic reconstruction
of acoustic fields has been presented. Since convolution-
based reconstruction does not have wraparound error, the
reconstruction is robust compared to the conventional
frequency-domain manipulation of the transfer function.

The sampling requirements were analyzed using the
concept of the spatial-frequency bandwidth of the integrand
of the convolution. The resulting sampling condition is a
function of the ratio of the propagation distance and the
source size with the generalc/(2 f ) condition as the limit for
a infinite sound source. This sampling condition is combined
with the interpolation property of the propagation to create a
two-step reconstruction. A major advantage is that the
amount of measured data is reduced by more than an order of
magnitude compared to a method based on the conventional
sampling requirements.

Examples showed that when the measured acoustic field
is backpropagated to the source plane, the sampling interval
can be taken to be much larger than the well known half
wavelength condition because of phase cancellation in the
combination of the forward and the backward propagation.

A pulse wavefield can be decomposed into frequency
components that can be treated by the described method.

Although the method presented here is based on linear
acoustic theory, the method can also be used as a guide for
the analysis of nonlinear acoustic fields. The nonlinear
acoustic field generated by the propagation of a high ampli-
tude fundamental wave in a homogeneous medium behaves
as if it were emitted by the same finite sound source. There-
fore, the acoustic field of the harmonic wave can also be
interpolated using the proposed backward and forward
propagation method. This is particularly useful when higher
order components have shorter wavelengths that make the
conventional half-wavelength sampling requirement more
difficult to satisfy.
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APPENDIX A

Use of a sampling interval smaller than the reciprocal of
the maximum spatial frequency of the integrand in Eq.~1! is
shown here to be a sufficient condition to make Eq.~3! an
equality.

Let the Fourier transform of an arbitrary functionf (j,h)
asF(u,v) be denoted

F~u,v !5E
2`

` E
2`

`

f ~j,h!exp~2 j 2p~ju1hv !!dj dh.

~A1!

Poisson’s sum formula states19
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Therefore, ifF(u,v)50 whenuuu.Dx and uvu.Dy, then
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APPENDIX B

The maximum spatial-frequency of the integrand in Eq.
~6! is given in the following.

The x component of the instantaneous frequency of
h(j,h,z1)h* (x2j,y2h,z1) can be written

fx~j,h!5
~ f /c!j

~j21h21z1
2!1/2

2
~ f /c!~j2x!

~~j2x!21~h2y!21z1
2!1/2

.

~B1!

For simplicity, assume the maximum ofufx(j,h)u is at y
5h50. ~Otherwise, the analysis becomes a multi-variable

FIG. 5. Measured and interpolated fields and interpolation error.
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problem and very complicated.! The numerical results dem-
onstrate the validity of this assumption. The limiting value of
fx(j,0) is zero at j56`. Therefore, the maximum of
ufx(j,h)u is obtained when]fx(j,h)/]j50. The expres-
sion for this derivative is

]

]j
fx~j,0!5

~ f /c!z1
2

~j21z1
2!3/2

2
~ f /c!z1

2

~~j2x!21z1
2!3/2

. ~B2!

The maximum occurs whenj5x/2 and is obtained by sub-
stituting y5h50 andj5x/2 into Eq.~B1!.
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Factors contributing to bone conduction: The middle eara)
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Measurement of the motion of the malleus umbo and stapes footplate during bone conduction~BC!
stimulation was conductedin vitro in 26 temporal bones using a laser Doppler vibrometer over the
frequency range 0.1 to 10 kHz. For lower frequencies, both ossicular sites followed the motion of
the temporal bone. The differential motion between the malleus and the surrounding bone was
greater than the differential motion of the stapes footplate; both resonated near 1.5 kHz. Different
lesions were shown to affect the response:~1! a mass attached to the umbo lowered the resonance
frequency of the ossicular vibration;~2! fixation of either the malleus or stapes increased the
stiffness and shifted the resonance frequency upward; and~3! dislocation of the incudo-stapedial
joint did not significantly affect the ossicular vibration. The sound radiated from the tympanic
membrane was approximately 85 dB SPL at an umbo differential velocity of 1 mm/s for low
frequencies in an open ear canal and about 10 dB higher for an occluded one; at higher frequencies
~above 2 kHz! resonances of the canal determine the response. It was also found that the motion
between the footplate and promontory was within 5 dB when the specimen was stimulated
orthogonal to the vibration direction of the ossicles than in line with the same. Measurement of the
differential motion of the umbo in one live human skull gave similar response as the average result
from the temporal bone specimens. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1432977#

PACS numbers: 43.64.Bt, 43.66.Ba, 43.66.Ts@LHC#

I. INTRODUCTION

Bone conduction~BC! hearing as a physical phenom-
enon can be divided into three general routes~Tonndorf,
1966!:

~1! the sound radiated into the external ear canal, named the
osseotympanic route,

~2! compression and expansion of the petrous bone yielding
displacement of the fluid in the cochlea and conse-
quently basilar membrane motion, and

~3! the inertial effect of the middle ear ossicles and inner ear
fluids.

It is the latter route that is the scope of this investigation, in
particular the relative motion of the middle ear ossicles com-
pared with the motion of the temporal bone when stimulated
by a BC signal.

The role of the middle ear in BC was clarified mainly by
the work of Bárány ~1938!. Briefly, when the skull is vi-
brated, the middle ear ossicles, being only loosely coupled to
the skull, will participate in this vibration due to their own
moment of inertia with respect to translational motion. This
is the ossicular inertial mode of BC. The phase and ampli-
tude differences bring about a relative difference in displace-
ment between the bony annulus of the oval window and the
stapes footplate; this in turn results in stimulation of the in-

ner ear in essentially the same manner as following transmis-
sion of air conduction~AC! sound across the ossicular chain.

When any of the bones of the skull are subjected to a
vibratory stimulus, it is transmitted to the temporal bone con-
taining the external ear canal, the middle ear with its os-
sicles, and the inner ear. Even if the transmission is more
efficient when the stimulus is placed on the mastoid, as long
as the stimulus is above the threshold of hearing, it is heard
as a BC sound wherever it is applied on the skull. Some of
the differences in BC hearing thresholds for different loca-
tions of stimulation~e.g., mastoid versus forehead! can be
explained by the lesser sound energy transmitted but also to
a less efficient mode of vibration of the ossicles of the
middle ear or some other part contributing to the whole BC
response.

The AC and BC thresholds are used to distinguish be-
tween a sensorineural and conductive hearing loss; the BC
thresholds are considered to reflect the cochlear reserve.
However, it has been shown that the BC thresholds, to a
lesser extent than the AC, are also affected by the middle ear
status. The first one to make a major investigation of this
effect was Ba´rány ~1938!, who studied BC thresholds after
loading the TM with small spirals of copper wire as well as
controlling the air pressure in the ear canal. The limitation of
his investigation was that he only used stimulation at one
frequency, 435 Hz. Huizing~1960! made thorough studies of
the influence of middle ear on BC thresholds for frequencies
up to 8 kHz; he used mass loading of the TM, air pressure
changes, and occlusion of the ear canal. Similar measure-
ments were performed by Kirikae~1959!, Legouix and Tarab

a!Portions of this work were presented at the 24th Association for Research
in Otolaryngology meeting in St. Petersburg Beach, Florida, 2001.

b!Present address: Department of Signals and Systems, Chalmers University
of Technology, SE-412 96 Goteborg, Sweden. Electronic mail:
stenfelt@s2.chalmers.se
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~1959!, and Tonndorf~1966!. Tonndorf made his measure-
ments in cats using cochlear microphonics.

Investigations have been conducted to study the differ-
ences between BC stimulation on the mastoid bone and the
mid-forehead. Studebaker~1962! investigated BC thresholds
in patients with defective middle ears; he found the BC
thresholds to be about 5 dB worse for frequencies between
0.5 and 4 kHz when stimulating on the mastoid than at the
forehead. Dirks and Malmquist~1969! also found an average
5 dB worse BC thresholds for patients with various middle
ear lesions when stimulating at the mastoid as compared with
the forehead. Further, Goodhillet al. ~1970! found that for
frequencies up to 4 kHz, BC is more sensitive to the condi-
tion of the middle ear when stimulating at the mastoid than
on the frontal bone. These studies suggest that the ossicles
are more sensitive to vibration in line with the axis of ossicu-
lar motion than at orthogonal directions. Dirks and Malm-
quist ~1969!, however, argued that this does not hold for all
middle ear impairments.

The studies mentioned so far have not directly measured
the relative vibration of the middle ear ossicles upon BC
stimulation. The response has been either the subjective or
objective measurement of the cochlear response, but not the
vibrations of the ossicles. Recently, an investigation of the
occlusion effect during BC stimulation using temporal bone
specimens and a laser Doppler vibrometer measurement of
ossicular vibration has been reported~Hofmannet al., 1996!.
This approach makes it possible to accurately measure the
relative vibration of the temporal bone and ossicles without
the problems associated with mass loading as when using
accelerometers.

Several recent investigations concerning AC middle ear
transmission have shown that the middle ear ossicles do not,
as anticipated, rotate only around a given axis yielding a
pistonlike motion of the stapes; for frequencies above 1 to 2
kHz the ossicles translate and rotate in all three dimensions
in space~Decraemeret al., 1994; Khanna and Decraemer,
1996!. Similar modes of vibration could also be present for
BC stimulation, making the ossicular inertia component dif-
ficult to predict. In addition, at higher frequencies the joints
in the ossicular chain, particularly the incudo-stapedial joint,
may have an influence.

The aim of this study is to investigate the contribution of
the ossicular chain to BC stimulation in the human and to
answer the following questions:

~i! What is the relative translational motion between
stapes footplate and temporal bone as well as the rela-
tive difference between umbo and temporal bone for a
normal intact middle ear?

~ii ! How do different abnormalities of the middle ear af-
fect the above measurements of ossicular inertia?

~iii ! How do different vibration directions of the temporal
bone influence the resulting ossicular inertia?

II. MATERIALS AND METHODS

A. Temporal bone experiments

For the experimental measurements it is desirable to use
live human material but for obvious reasons this is impos-

sible. A reasonable substitute for the live human head is to
use temporal bone cores extracted from human cadavers; this
has been shown to yield reliable data when used properly
~Goode et al., 1993!. The temporal bones were extracted
from human cadavers within 48 hours of death using a
Schuknecht bone saw at the time of autopsy. The temporal
bone specimens were wrapped in gauze, placed in a 1:10 000
merthiolate solution in normal saline and stored at 5 °C. All
measurements on individual bones were conducted on the
same day within 6 days of death. The tympanic membrane
~TM! and middle ear were inspected in each bone using an
operating microscope; bones with abnormal TMs or middle
ears were excluded from the investigation. Twenty-six tem-
poral bones were studied consisting of 25 males and 1 fe-
male with an average age of 73.8 years and a range from 53
to 89 years.

The temporal bones were prepared slightly differently
depending on the type of measurement. For all preparations,
the attached connective tissue was removed and the bony
wall of the external ear canal was drilled down to 2 mm from
the tympanic annulus. A simple mastoidectomy~opening the
mastoid antrum and removal of the mastoid air cells! and
posterior hypotympanotomy~widely opening the facial re-
cess! were performed, including removal of the mastoid por-
tion of the facial nerve and surrounding bone, providing a
good view of the stapes and stapes footplate. The ossicular
ligaments, chorda tympani, tensor tympani, and stapedius
muscle were left intact. See Fig. 1~a! for a schematic of the
specimen.

A 25-mm-long plastic artificial external ear canal of 8.5-
mm-internal diam was placed against the bony ear canal
remnant; it was placed so that the axis of the tube was ap-
proximately perpendicular to the TM. In order for the laser
beam of the vibrometer to reach the footplate in a direction
almost perpendicular to the footplate surface, a small hole of
approximately 1-mm diameter was cut in the TM. This hole
was covered by a small piece of clear, thin plastic film. It
was found that this hole had a slight effect on the sound
pressure produced in the ear canal by BC. Therefore, the
making of the hole was always done after the measurements
of the ear canal sound pressure were finished. However, the
umbo motion produced by BC was not altered by this
patched hole in the TM. The artificial external ear canal was
held in place with clay and also the majority of the temporal
bone was covered with clay. This prevented the temporal
bone from drying and sealed any small openings.

In order to investigate the middle ear mechanics with
BC stimulation, manipulations of the temporal bone speci-
mens were conducted. After the sound pressure measurement
in the ear canal was conducted and the small hole in the TM
was made, the umbo and the stapes footplate vibrations with
an intact middle ear were measured. As reference velocity of
the temporal bone, the promontory of the cochlea was used
and this site was measured with every new measurement of
the footplate and umbo. Next, a glass cover was placed on
the artificial ear canal enabling the laser beam to reach the
target, and measurements with the ear canal occluded and
removed were conducted; the ear canal was reattached and a
100-mg mass was applied to the umbo. So far no destruction
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of the middle ear structures was made, but after the effect of
mass loading was measured, either the stapes footplate or the
malleus was glued into the surrounding bone. After that mea-
surement the incudo-stapedial joint was severed. If it was a
specimen where the malleus had been glued, a 20-mg mass
was glued onto the stapes and the footplate was measured
and, finally, the cochlea was drained and the 20-mg mass was
removed from the stapes.

B. Measurement system

The vibration stimuli were provided by a PC based soft-
ware, SYSid 6.5, using a DSP-161 signal processing card
~Ariel Corp., Cranbury, NJ!. The measurement system is
shown in Fig. 1~b!. The output from the computer was fed
through a power amplifier~D-75, Crown, Elkhart, IN! to a
B&K type 4810 mini-shaker~Brüel and Kjær, Nærum, Den-
mark!. The mini shaker piston was rigidly coupled to the
temporal bone by a threaded connector attached to a threaded
hole in the temporal bone. To further ensure a rigid connec-
tion the connector was also glued to the bone specimen by
cyanoacrylate glue~Garf Reef glue™, Garf, Inc., Boise, ID!.

The vibrations, either of the temporal bone or the os-
sicles, were measured with a laser Doppler vibrometer, the
HLV-1000 ~Polytec, Waldbronn, Germany!. The sensor head
was mounted with a joystick-controlled mirror on an operat-
ing microscope enabling easy control of the laser beam. The
ear canal sound pressure was measured with a probe tube
microphone~ER-7C, Etymotic Research, Elk Grove Village,
IL ! positioned 2 mm from the TM in the artificial ear canal.
In order to achieve good reflection of the laser light and
ensure that the same specific position was measured after any
rearrangements of the setup, reflective micro spheres about 5
mm in diameter were positioned on the center of the foot-
plate, promontory, and tip of the umbo.

The stimulus was a swept sine signal with a logarithmi-
cally spaced resolution of 50 frequencies per decade. The
frequency range for each measurement was 0.025 to 25 kHz;
only frequencies between 0.1 and 10 kHz were used in the
postprocessing of the data. Each frequency was measured
and averaged 20 times before the next frequency was mea-
sured; the measurement time for each sweep was approxi-
mately 1 min. During each measurement, the second and
third harmonic distortion components were measured to en-
sure that distortion did not corrupt the data.

C. Calibration

The HLV-1000 is precalibrated by the manufacturer and
stated to have an amplitude accuracy better than 0.1 dB in
the frequency range of interest. However, to limit any high
frequency noise or overloading by low frequency vibrations,
the filters of the HLV-1000 were used. The low-pass filter
cutoff frequency was set at 15 kHz and the high-pass filter
cutoff frequency at 100 Hz. These settings affected the fre-
quency response of the HLV-1000 which was calibrated
against a B&K type 4371 accelerometer. Below 10 kHz this
accelerometer has, according to the manufacturer, a maxi-
mum level deviation of 0.2 dB and a maximum phase devia-
tion of 5 degrees. The accelerometer was mounted on the
B&K 4810 mini shaker and the laser aimed on the surface of
the accelerometer in a line perpendicular to the accelerom-
eter surface. This was used for calibration of the HLV-1000
for the frequency range 0.1 to 10 kHz~50 frequencies/
decade!. The ER-7C probe tube microphone was calibrated
against a B&K type 4138 1/8 inch microphone. The sensi-
tivity of the 1/8-in. microphone was first determined in a
B&K type 4230 sound level calibrator. Both microphones
were then placed 1 mm apart in a small cavity, a sound
introduced, and the calibration curve of the ER-7C obtained
for the frequency range 0.1 to 10 kHz~50 frequencies/
decade!.

The test-retest variability of the setup was also investi-
gated. First, two consecutive measurement runs were per-
formed. The results were within 0.2 dB of each other. Next,
the entire assembly was taken down and put together again
before a second measurement. With this change, the mea-
surements were within 1.5 dB of each other. However, since
the measurements depended on taking the difference be-
tween two velocities, errors of 1.5 dB limit the ability to
detect small differences. Therefore, it was made sure that

FIG. 1. ~a! Cross-sectional view of the temporal bone specimen. The figure
is slightly unphysical for better view of the important structures for the
present measurements. The opening into the middle ear cavity was sealed
with a glass cover after the preparations were made.~b! Schematic of the
experimental measurement setup. The B&K 4810 mini-shaker provided the
vibrations to the rigidly attached temporal bone specimen. An ER 7C probe
microphone was applied 2 mm from the TM in the artificial ear canal for the
measurements of the ear canal sound pressure and the HLV 1000 laser-
Doppler vibrometer measured the velocity of the malleus umbo, stapes foot-
plate, and cochlea promontory through the artificial ear canal. A PC
equipped with a signal-processing card controlled all measurements.
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during a measurement session nothing was moved, otherwise
that whole session was remeasured.

D. Temporal bone vibration

The vibration mode of the specimen is of vital impor-
tance in this investigation. The desirable vibration mode
would be a one-dimensional translational vibration in the
line of the ossicular vibration; this is unfortunately very dif-
ficult to achieve. First, there are limited places for the attach-
ment of the specimen to the vibrator; drilling at several
places can destroy vital structures of the middle and inner
ear, and the laser beam must be able to reach the target.
Second, a slight misalignment between the vibration axis and
the specimens’ center of gravity yields additional rotational
components. Third, the stimulation source itself is not purely
one- dimensional but has small vibrational components in
the plane orthogonal to the main axis of vibration. However,
precautions were taken to decrease these problems. A small
hole was drilled and threaded in the temporal bone specimen
on the cranial side close to the internal auditory canal. This
place had good quality of the bone for the threads and gave
a good alignment to the specimens’ center of gravity. A con-
nector with a screw of 3-mm diameter was inserted into the
threaded hole in the specimen to connect it to the shaker.
Further, the attachment between the shaker and the temporal
bone was made very rigid; in addition to the screw that con-
nects the two, cyanoacrylate glue was used to make the bond
even more rigid.

Figure 2 displays the typical vibration level of a speci-
men during excitation; the solid line is the vibration level in
the measurement direction and the other two~dashed and
dotted! are the two orthogonal directions. The measurement
position is the bone close to the TM on the opposite side of
the specimen to where the attachment screw is situated. As
can be seen, the level difference between the main stimula-
tion direction and the other two is about 20 dB for almost the
entire frequency range of 0.1 to 10 kHz. At the higher fre-

quencies, the difference often becomes smaller due to some
additional rotational vibration mode of the specimen.

III. RESULTS

In what follows, all the velocities~footplate and umbo!
are relative to the velocity of the promontory of the cochlea
in the temporal bone measured in the same direction as the
stapes footplate and umbo motion. Relative velocityVrel,
either of the stapes footplate or umbo, is calculated as

Vfootplate
rel 5

Vfootplate

Vpromontory
~1a!

and

Vumbo
rel 5

Vumbo

Vpromontory
, ~1b!

whereas a differential relative velocityVdiff is in a similar
way calculated as

Vfootplate
diff 5

Vfootplate2Vpromontory

Vpromontory
~2a!

and

Vumbo
diff 5

Vumbo2Vpromontory

Vpromontory
. ~2b!

The phase is calculated as the phase difference between the
stapes footplate or umbo and the promontory of the cochlea,
i.e.,

Phasefootplate5P~Vfootplate!2P~Vpromontory! ~3a!

and

Phaseumbo5P~Vumbo!2P~Vpromontory!, ~3b!

whereP( ) stands for phase calculation. The relative velocity
@Vrel, Eq. ~1!# gives an indication of the mechanics of the
middle ear ossicles with BC stimulation, for example,Vrel

51 indicates that the ossicle is rigidly coupled to the tem-
poral bone whereasVrel50 indicates that the ossicle is to-
tally decoupled from the temporal bone and stands still in
space.Vrel is naturally a function of frequency. The differen-
tial relative velocity@Vdiff , Eq. ~2!# gives an indication of the
hearing stimulation by the ossicle~similar to AC stimula-
tion!, for example,Vdiff50 indicates no hearing stimulation
at all and Vdiff51 means a hearing stimulation level that
equals the vibration level of the temporal bone itself.

A. Stimulation in one direction

1. Footplate motion

Figures 3~a!–~c! show the results from 26 temporal
bones with intact middle and inner ears. Figure 3~a! shows
the relative footplate velocity level (Vfootplate

rel ); Fig. 3~b!
shows the differential relative footplate velocity level
(Vfootplate

diff ); and the phase of the relative footplate velocity
(Phasefootplate) is plotted in Fig. 3~c!. In the figures, a thin line
represents the individual result from each specimen and the
thick lines are the mean results from all the specimens. The
results show that the individual specimens vary a great deal,
particularly at higher frequencies. The large variations in the

FIG. 2. Absolute velocity in a temporal bone specimen measured on the
bone close to the TM in three directions. Straight line: velocity in line with
ossicular vibration, same as the stimulation direction. Dashed and dotted
lines: velocities in the two orthogonal directions. Similar stimulation level
was used for all preparations tested. Frequency resolution is 50 points/
decade.
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individual measurements may be the result of complicated
local modes of ossicular vibration, and less than ideal one-
dimensional stimulation of the preparation. The average rela-
tive velocity has a slight overshoot of around 2 dB between
1 and 2 kHz and then starts to roll off. The roll-off is slow
and the average relative velocity does not go below25 dB in
the frequency range studied here. The differential relative
velocity can be considered the input to the cochlea since it is
a measure of the fluid displacement in the vestibule. Here,
the differential relative velocity increases at approximately
40 dB/decade for frequencies below the resonance at 1.5
kHz. Above the resonance the average curve flattens out
around 25 dB. This indicates that the stimulation of the
cochlea by the stapes footplate with BC stimulation is 5 dB
lower than the vibration of the temporal bone itself. The
phase response in Fig. 3~c! stays close to 0° for frequencies
below 1 kHz. At higher frequencies the phase drops slowly
but generally stays above2100 degrees below 10 kHz. This
indicates that the stapes footplate is not totally decoupled
from the surrounding promontory bone at the highest fre-
quencies tested here.

In Fig. 4, the mean footplate results for the normal con-
dition and the three manipulations: stapes glued into the oval
window, malleus glued into the attic, and mass loading~100
mg! of the umbo are shown. As in Fig. 3, Figs. 4~a!–~c!
show the relative velocity, differential relative velocity, and
phase, respectively. An additional plot@Fig. 4~d!# is added
showing the average change between theVfootplate

diff for the
manipulated conditions and theVfootplate

diff for the normal intact
middle ear condition. The bars in Figs. 4~b! and~d! indicate
the standard error of the mean for all conditions. Gluing the
stapes into the oval window yields a stiffer connection be-
tween the footplate and the bone; consequently, the footplate
velocity is similar to that of the promontory. This manifests

itself as a lower differential relative velocity and a phase of
almost 0 degrees throughout the test frequency range. As
seen in Fig. 4~d!, the change obtained upon gluing the stapes
gives 20 to 30 dB less differential relative velocity of the
footplate. Gluing the malleus gives less effect than gluing the
stapes, only a loss of 5–10 dB below 3 kHz. This is a result
of the freedom of motion of the stapes due to the ossicular
joints. The increase in ossicular stiffness caused by gluing
increases the ossicular resonance frequency and leads to an
increase of the stapes footplate differential relative velocity
near the new resonance frequency.

The effect of occluding the artificial ear canal is not
shown in the figure, but no significant difference from the
normal condition was found. Furthermore, no significant
change was seen between the normal condition and measure-
ments done with the artificial ear canal removed. Loading the
umbo with a small lead ball of 100 mg shifts the resonance
frequency downward. This leads to an increased differential
relative velocity of 15 to 20 dB below 1 kHz. Further, a
slight loss of some 5 dB is seen around 1.5 kHz upon loading
the umbo, originating in the absence of the resonance that
gives a boost for the normal intact middle ear around this
frequency.

The curves in Fig. 5 represent the stapes footplate ve-
locity with an interrupted ossicular chain: the incudo-
stapedial joint has been incised and the lenticular process of
the incus removed. Figure 5 includes the result of the normal
intact middle ear condition for comparison. In Fig. 5~d! the
results are compared with those obtained with the incised
incudo-stapedial joint~IS-joint cut!, except for IS-joint cut
itself, where the comparison was made with the result from
the intact middle ear. The differential relative velocity of the
stapes footplate with the incised IS-joint was about 10 dB
less as compared with the normal condition between 1.5 and

FIG. 3. Footplate motion upon BC
stimulation for 26 temporal bone
specimens with the stimulation direc-
tion in line with the ossicular vibra-
tion. The measurements are made in
line with the stimulation direction.~a!
Relative footplate velocity level,~b!
differential relative velocity level be-
tween footplate and promontory bone,
and ~c! phase between footplate and
promontory bone velocity. Thin
lines—individual results; thick lines—
mean results. Frequency resolution is
50 points/decade.
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3 kHz. The cause may be due to a lesser constraint on the
stapes without attachment to the incus: rotational motion of
the stapes is more likely to appear. However, except at the
midfrequencies, no significant difference between stapes
alone and an intact ossicular chain was found; the lower
mass of the ossicles appears to be compensated by less stiff-
ness from the suspensory ligaments. With a small mass of 20
mg added to the stapes, the resonance frequency was lowered
and consequently a higher differential relative footplate ve-
locity was obtained. This stapes footplate velocity level was

approximately 10 dB higher for frequencies below 3 kHz;
above this frequency the addition of the mass made no dif-
ference on the differential relative footplate velocity level.
With the cochlea drained~and incised IS-joint!, the differen-
tial relative velocity became 5 to 10 dB greater for frequen-
cies above 1.5 kHz. The stapes footplate interfaces the co-
chlear fluid in the oval window of the cochlea, and any
motion originating from the fluid influences the motion of
the stapes footplate. With the cochlea drained, the inertial
effect of the cochlear fluid is removed and the inertial effects

FIG. 4. Comparison of average stapes
footplate motion with BC stimulation
for four conditions: Intact middle ear
~straight line, 26 bones!, stapes glued
~dotted line, 10 bones!, malleus glued
~dashed line, 11 bones!, and mass
loading 100 mg on umbo~dash-dotted
line, 20 bones!. Stimulation and mea-
surement direction are in line with the
ossicular vibration.~a! Relative foot-
plate velocity level, ~b! differential
relative velocity level between foot-
plate and promontory bone,~c! phase
between footplate and promontory
bone velocity, and~d! level of velocity
change compared to the intact middle
ear condition. The bars in~b! and ~d!
indicate 61 standard error of the
mean. Frequency resolution is 50
points/decade.

FIG. 5. Comparison of average stapes
footplate motion with BC stimulation
for four conditions: Intact middle ear
~straight line, 26 bones!, IS-joint cut
~dashed line, 13 bones!, mass loading
20 mg on the stapes and severed IS-
joint ~dotted line, 10 bones!, and co-
chlea drained and severed IS-joint
~dash-dotted line, 6 bones!. ~a! Rela-
tive footplate velocity level,~b! differ-
ential relative velocity level between
footplate and promontory bone,~c!
phase between footplate and promon-
tory bone velocity, and~d! level of ve-
locity change between IS-joint cut and
the intact middle ear, between 20 mg
loading and IS-joint cut, and cochlea
drained and IS-joint cut. Stimulation
and measurement direction are in line
with the ossicular vibration. The bars
in ~b! and~d! indicate61 standard er-
ror of the mean. Frequency resolution
is 50 points/decade.

952 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Stenfelt et al.: Middle ear contribution to BC sound



in the cochlear fluid therefore no longer affect the stapes
footplate. If fluid inertia is dominating over middle ear os-
sicle inertia, a major change in the stapes footplate response
could be anticipated following draining of the cochlea. The
response in Fig. 5 with intact cochlea~IS-joint cut! and
drained cochlea show similar response, both in amplitude
and phase. This suggests that the motion of the ossicles is
mainly caused by their own inertia rather than a motion due
to the fluid inertia.

2. Umbo motion

Results from the measurement of umbo velocity in a
normal middle ear are presented in Fig. 6. As with the mea-
surement of footplate velocity~Fig. 3!, there were large in-
dividual differences. However, the general shape of the
curves was similar and the result similar to that obtained for
the stapes footplate. From Fig. 6~a!, it appears that the umbo
does not follow the vibration of the temporal bone as well as
the footplate does; the roll-off is more pronounced and re-
sembles the expected220 dB/decade. The phase shows a
considerable lag starting at 1.5 kHz and reaches2400 de-
grees at 10 kHz. This suggests that the umbo and footplate
actually move 180 degrees out of phase at certain frequen-
cies above 7 kHz.

Figure 7 shows the mean results of umbo velocity for
various lesions of the ossicles: intact ossicular chain, stapes
glued, malleus glued, 100 mg mass loading on the umbo, and
cutting and separating the incudo-stapedial joint. Occluded
ear canal and ear canal removal were also investigated; no
significant difference occurred with either case. Upon gluing
the stapes into the oval window the differential relative ve-
locity of the umbo diminished by 10 dB below 1 kHz. This is
a considerably lesser effect than seen at the stapes footplate
after immobilization of the stapes. We again attribute this

behavior to the two ossicular joints. This result is consistent
with increased stiffness and the corresponding higher reso-
nance frequency corresponds well with the results seen in
Figs. 7~b! and ~c!. With the malleus glued the result is, as
expected, more pronounced with a 20-dB differential relative
velocity loss for frequencies below 3 kHz. Once more, this
appears due to an increased stiffness that produces a higher
resonance frequency of the ossicles. The opposite occurs
when a mass of 100 mg is placed on the umbo; the resonance
frequency is lowered and the resulting differential relative
velocity becomes 20 dB greater below 1 kHz. Above 2 kHz,
however, the differential relative velocity with 100 mg on the
umbo is 5 dB less than the normal ear. The loading produces
a roll-off at a lower frequency@Fig. 7~a!# and, thus, the boost
between 1 and 4 kHz seen in the normal ear is not present.

When the IS-joint is cut, only the lenticular process of
the incus is removed, the remainder of the incus is left un-
touched. This means that for vibration of the umbo, incising
the IS-joint removes only the impedance of the stapes annu-
lar ligament~stiffness!, the cochlea~damping!, and the small
mass of the stapes. The only change upon incising the IS-
joint is a slightly larger response around 2 kHz and a slightly
lesser differential relative velocity in the low frequencies. A
higher response around 2 kHz can be a result of the removal
of the damping produced by the intact cochlea. The reso-
nance frequency, however, appears to remain the same. Con-
sequently, the motion of the umbo is minimally influenced by
a normal annular ligament but is restricted primarily by the
TM and the malleus and incus suspensory ligaments.

3. Sound pressure in the ear canal and middle ear
cavity

Figure 8 shows the mean results from nine temporal
bone specimens of the sound pressure in the artificial ear

FIG. 6. Umbo motion upon BC stimu-
lation for 26 temporal bone specimens
with the stimulation direction in line
with the ossicular vibration. The mea-
surements are made in line with the
stimulation direction. ~a! Relative
umbo velocity level, ~b! differential
relative velocity level between umbo
and promontory bone, and~c! phase
between umbo and promontory bone
velocity. Thin lines—individual re-
sults; thick lines—mean results. Fre-
quency resolution is 50 points/decade.
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canal upon BC stimulation. The graphs~Fig. 8! demonstrate
the sound pressure divided by the absolute velocity between
the umbo and the bony annulus at the TM (Vumbo2Vbone). It
should be noted here that these results are not the same as the
sound pressure produced with BC stimulation in an intact
skull. The walls of the normal external ear canal are believed
to be responsible for the major contribution of the sound
pressure in the ear canal when the skull is subjected to a BC
sound; here they are removed and replaced by a plastic tube.
The structure that is still able to move and radiate sound is
the TM. With the ear canal open, the sound pressure was
approximately 85 dB SPL at an umbo differential velocity of
1 mm/s for frequencies below 2 kHz. When the ear canal was
occluded, the sound pressure increased with about 10 dB for
frequencies below 1 kHz. Above 1 kHz, the sound pressure
with the ear canal occluded falls off with approximately 20
dB/decade. At higher frequencies, the canal resonances
dominated the results. For the open ear canal, two resonances
were present: the quarter wavelength resonance at 2.7 kHz
and the three-quarter wavelength resonance around 8 kHz.
With the ear canal occluded, the only resonance in the fre-

quency range measured was the half-wavelength resonance
at 5.5 kHz. The fact that the occluded condition gave a
higher sound pressure in the ear canal indicates that the
sound source was the TM and not airborne sound radiating
from the specimen or the shaker.

Sealing the entire specimen with dental cement to ensure
that no external sound would leak into the middle ear cavity
assessed the sound pressure in the middle ear cavity pro-
duced by BC stimulation. The remnant of the ear canal was
also filled with dental cement which immobilized the TM.
Hence, the setup differs from the measurements of the ear
canal sound pressure. The microphone probe tube was in-
serted through the Eustachian tube and sealed with clay. We
concluded that the sound pressure in the middle ear cavity
was lower than the noise level since the same results were
obtained with the microphone tube sealed. When analyzing
the vibration patterns at different locations in the middle ear
measured by the laser vibrometer, we found identical phase
responses up to at least 10 kHz. Hence, the bone executed
rigid body motion and no sound was radiated from the walls
of the middle ear or from the bony part of the outer ear canal.

FIG. 7. Comparison of average umbo
motion with BC stimulation for five
conditions: Intact middle ear~straight
line, 26 bones!, stapes glued~dotted
line, 10 bones!, malleus glued~dashed
line, 11 bones!, mass loading 100 mg
on umbo~dash-dotted line, 20 bones!,
and IS-joint cut~long dashed line, 10
bones!. ~a! Relative umbo velocity
level, ~b! differential relative velocity
level between umbo and promontory
bone, ~c! phase between umbo and
promontory bone velocity, and~d!
level of velocity change compared to
the intact middle ear. Stimulation and
measurement direction are in line with
the ossicular vibration. The bars in~b!
and ~d! indicate61 standard error of
the mean. Frequency resolution is 50
points/decade.

FIG. 8. Mean~a! level and~b! phase
of the ear canal pressure divided by
the differential velocity between the
umbo and bone in temporal bone
specimens equipped with an artificial
ear canal~9 bones!. Results are shown
for the ear canal open~straight line!
and occluded~dashed line!. BC stimu-
lation direction is in the line of normal
ossicular vibration. Frequency resolu-
tion is 50 points/decade.
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In a live human, however, the sound radiation into the
middle ear cavity might be different. The tegmen wall is a
thin plate of bone that separates the middle ear space from
the cranial cavity. This bone plate is very thin and could
radiate sound transmitted as pressure waves through the cere-
brospinal fluid.

B. Stimulation in three directions

Measurements of the stapes footplate and umbo velocity
made with BC excitation in three different orthogonal direc-
tions are shown in Fig. 9. The figure shows the average dif-
ferential relative velocities when stimulation of the speci-
mens was in line with the vibration direction of the ossicles,
when stimulation was in line with the long axis of the
malleus handle, and when stimulation was orthogonal to the
two. For stimulation in line with normal ossicular vibration
the results are calculated as described previously; for the
other two modes of stimulation the results are calculated as
the difference velocity between the footplate~or umbo! and
the promontory bone in the normal vibration direction and
then divided by the velocity of the temporal bone in the
excitation direction.

Figure 9~a! revealed that the effective vibration of the
stapes footplate was similar regardless of stimulation direc-
tion. For the whole frequency range measured, the results of

the three curves are within 5 dB of each other. The results
from the umbo vibration measurement in Fig. 9~b! show a
similar response as for the footplate in Fig. 9~a! except above
3 kHz, where the difference for the umbo vibration measure-
ment was greater.

C. Umbo measurement in a living human head

Figure 10 shows the result of the umbo differential rela-
tive velocity and phase measured in one live human skull.
For this measurement a bone transducer Radioear B-71 was
attached to the mastoid to supply the BC stimuli. The refer-
ence bone-vibration was measured with the HLV-1000 in the
bony part of the external ear canal close to the TM; the umbo
motion was measured in a similar way as in the temporal
bone specimens. The skull has more complex vibration
modes than the one-dimensional motion that dominated the
vibrations of the preparations. However, the result of the
umbo differential relative velocity and phase of the whole
head is close to the average results obtained in the temporal
bone specimens.

IV. DISCUSSION

A. Method validity

Vogel et al. ~1996! reported nonlinear distortion when
measuring BC response with laser vibrometry on a temporal

FIG. 9. Mean differential relative velocity level between footplate and promontory bone~a! and umbo and promontory bone~b! ~13 bones!. Results are shown
for three orthogonal stimulation directions: in line with normal ossicular vibration~straight line!, stimulation direction in line with the long axis of the malleus
handle~y, dashed line!, and stimulation direction orthogonal to the two~z, dotted line!. The results are calculated as the velocity difference between the
footplate or umbo and promontory bone and divided with the velocity of the specimen in the stimulation direction. Frequency resolution is 50 points/decade.

FIG. 10. Mean results from umbo measurements in 26 temporal bone specimens with the stimulation and measurement direction in line of normal ossicular
direction, and one measurement of the umbo motion with BC stimulation at the mastoid portion of the temporal bone in a live human skull. The measurement
direction for the human skull is in line with the external ear canal and the reference position for the vibration of the skull bone is the bony part of the ear canal
close to the TM. Results are presented as differential relative velocity~a! and phase between the umbo and bone~b!. Frequency resolution is 50 points/decade.
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bone specimen. They suggest this was the result of the dif-
ference between a temporal bone specimen compared to a
whole skull. However, a different geometry is not a source
for nonlinear distortion and the transmission of the BC sound
in a skull has been reported to be linear for sound levels
adequate for normal hearing~Håkanssonet al., 1996!. The
nonlinearities revealed in the study of Vogelet al. ~1996!
could be a result of the stimulation source or the interface
between the exciter and specimen. Throughout the experi-
ments reported the second and third harmonic distortion
components were so low as to not be measurable.

The result of measurements in a cored temporal bone
specimen is naturally different from measurements on a
whole skull. However, this investigation aims to evaluate the
middle ear, in particular the ossicles, contribution to BC.
Hence, it is of lesser importance what the vibration modes of
the intact skull were like. The reference was the vibration of
the promontory in the temporal bone and, thus, the results
can be compared using the transfer function from the stimu-
lation position to the promontory bone in an intact skull. This
transfer function has been given for a dry skull~Stenfelt
et al., 2000! where it was shown that above the first skull
resonance~0.8–1 kHz, Håkanssonet al., 1994! the vibratory
response of the promontory is three dimensional without any
dominant vibration direction. This was also observed by
Kirikae ~1959!; he stated that at higher frequencies the vibra-
tions of the skull become extremely complex. A benefit of
using a temporal bone specimen instead of a whole skull is
the ability to vibrate the bone in one direction. Even if this is
not the case in the skull, where the temporal bone vibrates
and rotates in all directions, it enables analysis of the sensi-
tivity to different directions.

A more serious problem using the current preparation
could arise if the mode of vibration is different for the pe-
trous part of the temporal bone in the intact skull compared
with the specimen. In the intact skull, the petrous part of the
temporal bone encapsulating the middle ear and the cochlea
is situated in the base of the skull. The bone in the upper part
of the skull is thin whereas the base of the skull consists of
thick bone. Most measurements of the vibration characteris-
tics of the skull have been conducted on the thin upper part
of the skull that resembles a thin shell of a sphere~von
Békésy, 1932; Zwislocki, 1953; Franke, 1956!. Tonndorf and
Jahn~1981! suggested that the wave propagation of the cra-
nial vault occurs as plate waves, which constitutes both lon-
gitudinal and transverse components. Tonndorf~1966!, argu-
ing for a compressional response of the cochlea, saw some
evidence in his study as well as in the study by Kirikae
~1959! that along the base of the skull with thick, solid
bones, vibrations might propagate in the form of distortional
waves. However, at low frequencies below the first reso-
nance frequency~0.8–1.0 kHz! the skull moves as a rigid
body and no wave motion is present. No such compression
and expansion of the bone was present at the preparations
used in this study; they executed rigid body motion for the
whole frequency range investigated. Such discrepancy in
mode of vibration would mainly affect the sound pressure in
the middle ear cavity and the pressure in the cochlear fluid
and only slightly affect the ossicular inertia results. Conse-

quently, some caution must be made when comparing the
results in this study with live human physiological data.

B. Middle ear ossicle inertia

Tonndorf ~1966!, using temporal bone specimens of
cats, postulated that the relative vibration of the footplate in
relation to the absolute vibration of the promontory bone is
on the order of250 to 270 dB. In his experiments he posi-
tioned a silver electrode in a drained vestibule to form a
capacitor with the footplate and vestibular wall. The large
discrepancy between those measurements and the measure-
ments here cannot entirely be accounted for by the use of cat
temporal bone specimens in the experiments of Tonndorf and
human specimens in this investigation. It is more likely that
the method used by Tonndorf and colleagues is not sensitive
enough to yield valid data for this measurement. It has fur-
ther been stated that the differential relative motions of the
TM are several magnitudes smaller, at least a factor of 20
dB, than the vibrations of the head~Tonndorf and Tabor,
1962!. This study shows that the differential relative vibra-
tion of the umbo and the TM are equal or larger than the
vibration of the head for frequencies above 1 kHz. Further,
Hudde and Weistenho¨fer ~2000! presented BC measurements
of the stapes footplate using temporal bone specimen. They
report results comparable to the ones presented in this study.

In another experiment, Tonndorf~1966! examined the
contribution to BC by sound radiation into the middle ear
cavity in the cat. In their BC experiment, they opened the
bulla and expected less low frequency response due to the
leakage of sound out of the middle ear cavity. In their inves-
tigation, as well as in this one, there was no evidence for an
important middle ear sound radiation component. However,
they state that the closed middle ear cavity acts as a spring on
the TM and affects the BC response in that way. In our
experiments, the vibration of the middle ear cavity walls was
also investigated. In doing so, we found that the entire tem-
poral bone specimen moved as a rigid body up to 10 kHz and
therefore no sound would be radiated into the middle ear
cavity. In an intact human head, compression and expansion
of the cavity walls could be present and give a sound pres-
sure in the middle ear cavity that could influence the percep-
tion of BC sounds.

Groen ~1962! also pointed out that the response of the
ossicular chain is modified by the action of the air enclosed
in the middle ear. The latter would act like a spring upon the
TM, and to a lesser degree upon the round window mem-
brane: the middle ear compliance effect. However, Brinkman
et al. ~1965! found only a minor effect on the BC response
with perforations of the TM, small as well as large ones. We
found that the BC response did not change whether the
middle ear cavity was open or not. Hence, the spring effect
of the air in the enclosed middle ear cavity seems to be
minimal. Zwislocki~1962! pointed out that the middle ear air
space is so large that its compliance has little effect on
middle ear mechanics. The importance of ossicular inertia
has been disputed over the years. Some have postulated that
ossicular inertia together with inner ear fluid inertia is the
most important contributor to BC~Brinkman et al., 1965!.
Kirikae ~1959! states that the inertia of the ossicular chain is
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dominant in the low frequency range, a result not found ex-
amining the differential relative velocity of the stapes foot-
plate in this study. The results in this study with differential
relative footplate motion indicate that the inertial effects of
the ossicles with BC stimulation would mainly influence the
BC response in the mid-frequencies.

C. Lesions of the ossicles

To simulate the results of footplate fixation~otosclero-
sis! and malleus fixation, the footplate and the malleus were
glued to the bone, respectively, with cyanoacrylate glue de-
veloped for underwater use~Garf Reef glue™, Garf, Inc.,
Boise, ID!. In theory, after footplate and malleus fixation the
two are considered immobile. However, even if the glue did
impede the vibratory motion of both the footplate and
malleus, they were movable after being glued to the bone
~Figs. 4 and 7!. The result of gluing is a stiffer attachment of
the stapes footplate to the promontory or of the malleus to
the attic bone. With the stapes footplate glued, the malleus is
still movable; a higher resonance frequency produces about
10 dB less differential relative velocity of the malleus below
the resonance frequency~Fig. 7!. The same occurs when glu-
ing the malleus; the differential relative velocity of the stapes
footplate is about 10 dB lower below the resonance fre-
quency~Fig. 4!. This difference between the stapes footplate
and malleus is clearly a result of the compliance in the joints
between the ossicles, especially the incudo-stapedial joint.
Goodhill ~1966! reported it was only when the incudo-
stapedial joint has become a participant in total ossicular
fixation that a fixed malleus produces an air-bone gap com-
parable to that seen in otosclerosis of the stapes.

That addition of a mass to the ossicles or TM yields
increased low frequency sensitivity for BC is well known
and has been reported extensively in the literature~Bárány,
1938; Huizing, 1960; von Be´késy, 1960; Tonndorf, 1966!.
Figures 4 and 7 demonstrate that adding a mass lowers the
resonance frequency of the ossicular chain: the stiffness is
constant whereas the mass increases. In particular, the umbo
becomes vibrationally decoupled from the bone at a lower
frequency and thus yields a greater differential relative mo-
tion at lower frequencies. At the footplate level, the mass
also lowers the resonance frequency and the vibration of the
stapes footplate begins to roll off above the new resonance
frequency. However, at higher frequencies, the velocity of
the stapes footplate becomes close to that of the promontory
bone. At these frequencies, above 2 kHz, the phase of the
stapes footplate lags that of the promontory bone and the
differential relative velocity is therefore close to that of the
normal condition.

Legouix and Tarab~1959! removed the malleus in cats
and measured the cochlear microphonics when stimulating
by BC. They found a decrease in the cochlear microphonics
and an advance of phase; adding a mass to the incus restored
the response. Dirks and Malmquist~1969! noted that in pa-
tients who have had a radical mastoidectomy, the greatest
reduction in BC response was around 2 kHz, where the os-
sicles normally resonate. They suggested, as proposed by
Tonndorf~1966! earlier, that it was due to the elimination of
the ossicular inertial component yielding a maximum loss at

the resonance frequency of the ossicular chain. Some of the
loss can be due to the lack of resonance at that frequency,
however, our results with the IS-joint cut in Fig. 5 also sug-
gest that some of the loss can be a result of a different mode
of vibration, e.g., rotational motion of the stapes due to less
restriction of stapes motion.

D. Occlusion of the ear canal

The effect on BC produced sound in the external ear
canal after occlusion has been explained by Khannaet al.
~1976!. Two phenomena are seen. First, an increase in sound
pressure at the low frequencies occurs due to the fact that an
open canal acts as a high pass filter; the low frequency en-
ergy leaks out of the opening. By obstructing the canal open-
ing this effect is eliminated, which is seen as a low frequency
sound increase. It is generally agreed that the BC produced
sound is radiated into the ear canal through the walls, but the
increase in low frequency sound with occlusion of the ear
canal should be the same even if the sound is radiated from
the TM, as in this study. Second, another effect that occurs
upon occluding the ear canal is the alteration of its normal
resonances: with an open canal the first resonance is a quar-
ter wavelength resonance at around 2.7 kHz, whereas in the
occluded canal, the first resonance is a half wavelength reso-
nance at approximately 5.5 kHz. These effects with occlu-
sion of the ear canal are clearly shown in Fig. 8. However,
the low frequency gain as a result of the occlusion is similar
or slightly lower than those reported in human subjects~e.g.,
Huizing, 1960; Goldstein and Hayes, 1971; Khannaet al.,
1976!.

The subjective occlusion effect was postulated by
Tonndorf~1966! to be due to an elevation of sound pressure
in the ear canal and a change of impedance at the TM due to
the enclosed air column within the ear canal affecting the
inertial effects of the ossicles. We found no significant effect
on umbo or footplate motion after occluding or even remov-
ing the artificial ear canal. It seems, therefore, that the sub-
jective occlusion effect in a normal human head is due to
elevation of the sound pressure level in the ear canal alone
and not to any change in the ear canal impedance.

E. Implications for BC measurements in humans

An important question is how these results can be inter-
preted in BC measurements of humans. Even if there are
several issues that can differ between BC stimulation of the
specimens and a human head as discussed in Sec. IV A, the
results of BC stimulation in a human presented in Fig. 10
show that the specimen results can, at least as a first order
approximation, be extrapolated to live humans. It is not pos-
sible to find the absolute contribution to BC sound by ossicu-
lar inertia from the experiments. However, some overall
findings can be stated. It is well known that with otosclerosis
of the stapes and a functioning inner ear, the BC loss is
concentrated to frequencies around 2 kHz; above and below
this frequency the BC hearing is almost normal~Carhart,
1950!. When examining the results of gluing the stapes foot-
plate in Fig. 4 it shows that the stapes footplate motion is
greatly attenuated for the low frequencies. This indicates that
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ossicular inertia is not significant for frequencies below 1
kHz. It does not necessarily imply that ossicular inertia is
dominating around 2 kHz either. Otosclerosis does not only
remove inertial effects of the ossicles with BC sound but it
also alters the status of the oval window for BC effects of the
inner ear: the normally movable stapes footplate is now stiff
and cannot provide a fluid flow. It was shown that with a
fenestration of the vestibuli as a treatment of otosclerosis, the
BC hearing thresholds almost returned to normal~Walsh,
1962!. With a fenestration, the influence of the middle ear
ossicles is removed.

It can also be noted that the contribution to BC sound by
the ossicles at the low frequencies is close to that of other BC
contributing parts. When a mass is added to the ossicles~a
100 mg mass on the umbo! the differential motion of the
stapes footplate is increased at frequencies below 1 kHz.
This is similar to the gain in BC sensitivity seen in subjective
measurements in humans with a small mass added to the TM
~Bárány, 1938; Huizing, 1960; von Be´késy, 1960!. Since
such a manipulation only influences the inertia of the middle
ear ossicles positively~other contributors is affected nega-
tively or not at all!, the contribution to BC sound by the
ossicles must be close to that of other contributors. More-
over, it was found that the stapes footplate motion was simi-
lar regardless of stimulation direction. This finding, together
with the finding by Stenfeltet al. ~2000! that the temporal
bone constitutes motion in all three directions in space with
BC stimulation, disproves the hypothesis that BC measure-
ments at the mastoid is more affected by the status of the
middle ear than measurements at the forehead~Studebaker,
1962; Dirks and Malmquist, 1969; Goodhillet al., 1970!.

V. CONCLUSIONS

It was found that it is feasible to use human temporal
bone specimens and sensitive non-contact measurement
techniques for investigation of the response of middle ear
structures to BC produced stimuli. Care must be taken as to
the method of attachment between the specimen and the BC
shaker in order to achieve one-dimensional translational vi-
brations.

Comparison of BC induced vibration of the malleus
umbo, stapes footplate, and the promontory bone showed
that for low frequencies the ossicles move in phase and with
equal magnitude as the bone; above the resonance frequency
of 1.5 kHz, the phase of the ossicles starts to lag that of the
bone. The footplate appears rather closely coupled to the
temporal bone and its velocity is typically within 5 dB of the
bone; this is true even if the cochlea is drained. The malleus,
on the other hand, is more loosely coupled to the temporal
bone, which manifests itself as a larger phase lag and greater
velocity roll-off at higher frequencies as compared with the
footplate.

Neither occlusion nor removal of the artificial ear canal
affected the motion of the ossicles produced by BC stimula-
tion. However, a mass attached to the ossicles lowered the
resonance frequency, yielding a higher response at the low
frequencies. Modeling malleus or stapes fixation by gluing
either structure to the adjacent bone produced increased stiff-
ness of the ossicular chain, resulting in a higher resonance

frequency and consequently a lower response for BC pro-
duced vibration below this frequency. Further, dislocating the
incudo- stapedial joint decreased the response of the foot-
plate only between 1 and 3 kHz, probably due to a difference
in vibration modes of the stapes caused by less restriction of
stapes motion.

The ear canal sound pressure produced by the relative
TM motion was approximately 85 dB SPL at an umbo dif-
ferential velocity of 1 mm/s in the low frequencies for an
open ear canal; occluding the canal yielded a 10 dB higher
result. At higher frequencies, the response was dominated by
the resonances of the ear canal: a quarter wavelength reso-
nance at 2.7 kHz for the open ear canal and a half wave-
length resonance at 5.5 kHz for the occluded one. Moreover,
when the vibration of the temporal bone was applied in a
direction orthogonal to the vibration direction of the ossicles,
the results were within 5 dB for the differential relative foot-
plate and umbo velocity.

Care must be taken when interpreting these results with
BC response in a live human, since these results are based on
temporal bone specimens with mainly a translational vibra-
tion pattern whereas the temporal bone in a human skull
constitutes complex vibration patterns upon BC stimulation.
Further, removal of the soft tissues and the removal of the
loading from the cranial cavity could also bias the results
obtained here compared with BC response in a live human.
However, it was found that the motion of the umbo with BC
stimulation was similar whether the umbo was measured in a
specimen or a live human skull.
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von Békésy, G. ~1960!. Experiments in Hearing, edited by E. G. Wever
~McGraw–Hill, New York!, p. 745.

Walsh, T. ~1962!. ‘‘Fenestration: Results, indication, limitations,’’ inOto-
sclerosis, edited by H. Schuknecht~Little, Brown, Boston!, pp. 245–250.

Zwislocki, J.~1953!. ‘‘Wave motion in the cochlea caused by bone conduc-
tion,’’ J. Acoust. Soc. Am.25, 986–989.

Zwislocki, J. ~1962!. ‘‘Analysis of the middle-ear function. Part I: Input
impedance,’’ J. Acoust. Soc. Am.34, 1514–1523.

959J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Stenfelt et al.: Middle ear contribution to BC sound



Mapping ear canal movement using area-based
surface matchinga)

Malcolm J. Grennessb)

Discipline of Anatomy and Physiology, University of Tasmania, Australia

Jon Osborn
Lecturer, Center for Spatial Information Science, University of Tasmania, Australia

W. Lee Weller
Senior Lecturer, Discipline of Anatomy and Physiology, University of Tasmania, Australia

~Received 18 June 2001; revised 30 October 2001; accepted 31 October 2001!

Movement of the external ear canal, associated with jaw motion, relative to the concha region of the
pinna has been studied. Pairs of open-jaw and closed-jaw impressions were taken of 14 ears from
10 subjects. Three-dimensional coordinate data were obtained from the concha and the anterior
surface of the canal using a reflex microscope. Proprietary area-based matching software was used
to evaluate distortion of the two surfaces between the two jaw positions. The canal data from each
pair were placed into the same coordinate system with their respective concha regions aligned.
Difference maps of the canal data were used to demonstrate the amount of anterior–posterior~A–P!,
superior–inferior~S–I!, and medial–lateral~M–L! movement, relative to the concha, that occurred
between the open- and closed-jaw impressions. The concha regions did not undergo significant
deformation. The canal regions underwent varying amounts of deformation with all canals
conforming within an rms of 136mm across the entire surface. The majority of canals underwent
significant movement relative to the concha. M–L movement ranged from12.0 to23.8 mm; eight
canals moved laterally, five moved medially, and two showed no movement. S–I movement ranged
from 13.7 to22.7 mm; nine canals moved inferiorly, two moved superiorly, and three showed no
movement. A–P movement ranged between17.5 and28.5 mm, with five canals moving anteriorly,
three posteriorly, and four in a mixed fashion. This study has shown the variability of canal
movement relative to the concha and does not support previous reports that suggest that the ear
canal only widens with jaw opening. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1430682#

PACS numbers: 43.64.Ha@BLM #

I. INTRODUCTION

Ear canal morphology changes upon smiling, talking,
and chewing~Morgan, 1987!. Cunningham’s Textbook of Ap-
plied Anatomy~1972!, when discussing the external ear ca-
nal, simply states, ‘‘When the head of the mandible moves
forward e.g. on opening the mouth, the cartilaginous part is
widened.’’ Anecdotal reports suggest that the canal can nar-
row during functional movements and create difficulties in
fitting hearing aids~Grenness, 1990!. How this is possible is
not immediately clear. Cunningham’s description does not
seem adequate to explain this observation, which provided
the impetus to investigate movement in the ear canal related
to jaw movements.

A. The external ear

The external ear consists of the auricle~pinna! ~Fig. 1!,
and the external auditory meatus~ear canal! leading from it
to the tympanic membrane. The auricle is attached to the side
of the head via ligaments and muscles whose actions have

not been described. The external auditory meatus assumes an
‘‘S’’ shape in adulthood and has been described as having a
first bend or ‘‘conchomeatal angle’’~Abel et al., 1990! and a
second bend or ‘‘cartilaginous-bony angle’’~Alvord and
Farmer, 1997! ~Fig. 2!.

B. Movements of the external ear

The auricle contains six intrinsic muscles; however,
none of these involves the concha region. It is assumed that
for practical purposes the concha area does not deform dur-
ing movements of the entire pinna and canal. This assump-
tion was tested during this study.

A horizontal section through the external ear shows the
relation of the canal to the temporo-mandibular joint~TMJ!.
Reviewing Fig. 2 and simple observation suggests that as the
condyle of the mandible moves forwards, that portion of the
canal adjacent to the condyle may also move forward. At the
same time the tragus may be pulled anteriorly, and/or medi-
ally. Flexion of the cartilage of the anterior wall of the canal
would be likely to occur principally at the notches in the
cartilage of the ear canal. When subsequent ear impressions
are taken with the mouth in closed and open positions, the
first bend in the impression becomes more clearly defined
~Grenness, 1990!.

a!A brief summary of results of the paper was presented orally to the 3rd
Biennial Congress of the Australian College of Audiology held in Mel-
bourne, Australia in March 2001.

b!Electronic mail: grenness@tassie.net.au
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However, anterior movement of the tragus may not be
an automatic consequence of anterior movement of the
condyle. Wilkinson and Crowley~1994! conducted a histo-
logical study of the TMJ retrodiscal tissues of the temporo-
mandibular joint in the open and closed jaw positions. They
found that the upper stratum of the retrodiscal tissues was
folded on itself in the closed position and only became
stretched near maximal opening. They concluded that the
primary role of the retrodiscal tissues was to provide a volu-
metric compensatory mechanism for pressure equilibration
during jaw opening. Their study did not support the concept
of a recoil mechanism to control TMJ disc movement. There-
fore, it cannot be assumed that as the condyle moves for-
ward, it must take all that is behind it forward.

Movements of the pinna as a whole must also be con-
sidered. Should the pinna as a whole be pulled anteriorly at a
greater rate than the anterior wall of the canal, the result
would be a narrowing of the canal.

C. Previous studies

Van Willigan ~1976! showed changes in ear canal shape
and position relative to the position of the maxilla by sec-
tioning the canal at 2-mm intervals. He found that opening
jaw movement caused an increase in volume of the ear canal.
It also appeared that, with a change in mandibular position,
not only the ventral wall of the external ear but the entire
meatus changed form. However, an increase in volume does
not equate with an increase in size in all dimensions. Exami-
nation of the diagrams in Van Willigan~1976! clearly shows

that there is an increase in size in the superior–inferior~S–I!
dimension. At best, it is difficult to evaluate whether there is
an increase or decrease in the anterior–posterior~A–P! di-
mension. Many of the diagrams do suggest a decrease in this
dimension upon jaw opening.

If the anterior wall of the canal is generally moving
forward, then a reduction in the A–P dimension can only be
reasonably explained by a greater movement forward of the
entire pinna, including the posterior wall of the canal. A
study of movement of the canal relative to the pinna is there-
fore warranted.

Oliveira et al. ~1992! obtained silicon impressions of a
subject at varying degrees of jaw opening. Transaxial diam-
eters of the impression canals were measured with a digital
caliper. Approximately 25% change in this subject’s ear ca-
nal with different jaw positions was observed in the~A–P!
plane with essentially no change in the~S–I! plane. This was
equivalent to an average increase, in the A–P direction, of
about 0.7 mm in a typical adult over the length of the canal.
They also reported a case with asymmetrical changes in
which a 6% change occurred in the right ear, and a 21%
change in the left ear.

Pirzanski ~1996! described an ‘‘open-jaw’’ impression
technique and inserted closed-jaw ear impressions into open-
jaw impression negatives to demonstrate movement in the
ear canal. He reported that:~1! Mandibular movement af-
fected 20% to 60% of subjects having impressions taken for
hearing aids;~2! The cartilage in some subjects stretched up
to 2 mm; ~3! The majority of changes in the ear canal oc-
curred in the anterior direction;~4! Minor changes were ob-
served in the inferior direction; and~5! No changes or mini-
mal changes were found in the posterior and superior part of
the canal.

Oliveira ~1997! reported on MRI studies using an MRI
enhancer fluid in the ear canal, measuring volumetric
changes in the ear canal at varying degrees of mandibular
opening and relating these changes to underlying tissues. The
biomechanics of the jaw was used to explain changes in ear
canal dimension as the jaw opens. He concluded that the
most significant changes that occurred in ear canal dimen-
sion with jaw motion were between the first and second
bends of the canal.

These studies reveal an increasing awareness and report-
age of ear canal movement and its impact upon hearing-aid
fitting and comfort. They indicate that the major deformation
of the canal occurs in the anterior wall. Very small changes
occur in the S–I plane and in the posterior wall of the canal.
No mention has been made of the medio–lateral~M-L !
plane. There is no information about a possible reduction in
ear canal dimension or movement within the concha region.
Quantitative data of morphological changes of the external
ear canal relative to the concha region of the pinna associated
with facial and mandibular movement are required.

In addition to the fit, comfort, and acoustic seal of hear-
ing aids, ear canal movement is also relevant during audiom-
etry ~Ventry et al., 1961; Creston, 1965!; it affects the sound
attenuation of earplugs~Smith et al., 1980; Abel et al.,
1990!; and it may affect the development of acoustical mod-

FIG. 1. Auricle. Lateral view.

FIG. 2. Horizontal section through right ear, viewed from above.~A! Man-
dibular condyle;~B! Tragus;~C! Notches in cartilage of acoustic meatus;
~D! Concha;~E! Antihelix; ~F! First bend;~G! Second bend.
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els of the ear canal~Zemplenyl et al., 1985; Stinson and
Lawton, 1989!.

D. Aim

The aim of this investigation was to study

~1! Movement within the concha region of the ear in order
to determine whether this region undergoes deformation;

~2! Movement within the anterior wall of the ear canal in
order to determine the range of deformation; and

~3! Movement of the canal region of the ear canal relative to
the concha area in order to determine the range of move-
ments in the A–P, S–I, and M–L directions.

II. METHOD

A. Impressions

Pairs of ear impressions were taken from 14 ears of 10
subjects with the jaw in the ‘‘closed’’ and ‘‘open’’ position as
described by Pirzanski~1996!. Impressions were taken to the
depth of the second bend. Subjects were selected on anad
hoc basis to provide male and female subjects, a wide age
range~15 to 58 years!, known hearing-aid fitting difficulty,
existing hearing-aid users, and non-hearing-aid users. Sub-
ject selection was not intended to be representative of any
group or the population as a whole.

Impressions were taken with a medium-viscosity con-
densation silicone dental impression material@Xantopren H
~green!, Heraeus/Kulzer, Germany#. It gives good surface de-
tail without causing trauma to the lining epidermis upon re-
moval. The manufacturer reports recovery from deformation
equal to or greater than 98.0% and linear dimensional change
of equal to or less than20.90%.

B. Measurement of geometry

The concha and the anterior surface of the canal regions
of the impressions were mapped using a Reflex microscope.
The Reflex microscope is a noncontacting instrument en-
abling direct measurement in 3D of small objects~up to 110
mm! which can lead to 3D computer representations, also
called digital surface models. The observer views the object
through an ordinary stereoscopic microscope. A small light
spot appears in the field of view, and it can be guided to
coincide with desired points on the surface. Thex, y, andz
coordinates are monitored by Moire´ fringe encoders, and a
counting interface passes the position on request to a com-
puter.

The object is carried on a conventional two-dimensional
~x, y axis! slide. The slide was first translated to give the
observer a view of the point to be measured by a trackball
~free-format routine! or computer program~ordered-grid rou-
tine!. The microscope and measuring spot are carried on a
vertical ~z-axis! slide, and the observer alters the plane of
focus with a finger slide until the measuring spot and the
object point coincide. Multiple views of an object can be
recorded and combined where there are common points to
each view. This measurement system has the advantage that
where defects are present on the surface of an impression,
due to air inclusions, wax, or hair, the operator is able to

judge the plane of the tissue surface. A full description and
explanation of the reflex principle, the Reflex microscope,
and examples of its application may be found in a paper by
Scott ~1981!.

The microscope was calibrated according to the manu-
facturer’s instruction. All measurements were taken using
320 magnification and a 20-mm measuring spot. Precision in
the x andy axes is determined by the precision of the Moire´
fringe encoders, reported by the manufacturer as 1mm. The
precision of thez-axis scale is dependent on the capacity of
the operator to place the measuring mark upon the surface of
the object. The mean of the standard deviations of the differ-
ences~30 points on an ear impression were plotted 14 times!
on thezaxis was measured during several sessions and found
to be 36.0, 33.6, 19.9, and 16.3mm. This indicated a pro-
gressive improvement in precision with familiarity with the
measuring system~as also noted in Speculandet al., 1988!.
All ear impression measurements were taken on or after ses-
sion 4. The value of 20mm was taken as the precision of the
z-axis measurements.

The ear impressions were seated on an object mount
with the concha region approximately horizontal and the ca-
nal region pointing vertically. The object mount included a
50-mm-diameter optical flat mirror, lambda 4, set at 45 deg.
When viewed through the microscope, the concha region
could be seen directly, on the right, and the anterior surface
of the canal could be seen through the mirror, on the left
~Fig. 3!. Both regions were mapped in the same coordinate
system without need for remounting the impressions.

C. Alignment and securing of object

The ear impressions from each impression pair were
seated onto the object mount with their concha regions
aligned in the same orientation. This was done with the aid
of an impression negative made from dental bite registration
material~Automix Bite Registration material, 3M!. The tra-
gus and canal regions of the impressions were not included
in the negative. Separate negatives were made for each pair
of impressions.

FIG. 3. Object mount with fixed mirror and impression seated, viewed from
above, showing the impression and the concha field viewed directly~right
rectangle! and canal field viewed via the fixed mirror~left rectangle!. ~A!
Southern border;~B! Canal at second bend;~C! Canal at first bend;~D!
Fixed mirror.
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D. Collection of 3D coordinate data

Coordinate data were recorded from the impressions as
ASCII files of x, y, andz columns of numbers. Each field was
plotted using ordered-grid routines. Fields were plotted on a
1000-mm31000-mm grid, with points along the edge of the
southern border of each field recorded every 500mm ~Fig.
3!.

E. Determination of mirror transformation

A triangular calibration block was placed on the object
mount so that calibration marks could be plotted with the
reflex microscope directly and also through the mirror. At the
beginning of each measurement session, between 18 and 30
common marks were measured using a free-format routine.
These coordinates were used to solve for a three-dimensional
transformation from the mirror coordinate system to the di-
rect coordinate system~Parslow, 1994!. This resulted in the
canal fields being in the correct spatial relationship with their
respective conchae.

The precision of the mirror transformation was taken as
the standard deviation from the mean of the differences be-
tween the direct points and the same points plotted through
the mirror and transformed into direct points~i.e., calculated
direct points! ~Table I!. The rms of the standard deviations
for the three axes was on the order of 30mm.

To determine whether there was any systematic error,
the mean of the differences between the direct and calculated
points was calculated~Table II!. The mean of the differences
for thex, y, andz axes was close to 0mm. This indicated that
the error was random in nature and did not favor any one
axis.

On the basis of these tests the precision of mirror trans-
formation was taken to be630 mm in each of thex, y, andz
axes. This led to an rms standard deviation of 52mm for the
three axes combined.

F. Alignment of concha regions

To measure movement in the ear canal relative to the
concha region, it was necessary to precisely align the
datasets of the concha fields of each impression pair. Care
was taken in the alignment of the impressions during the
mounting procedure so that any misalignment was mini-
mized. The alignment could be further enhanced using com-
puter software utilizing common surface features between
both datasets. Skin pores were readily identifiable on indi-
vidual impressions. However, attempts to identify common
pores on impression pairs failed and attempts to mark sus-
pected common points were unsuccessful, so feature-based
surface matching was unsuccessful.

Area-based surface matching using proprietary software
DS MATCH ~version 23, Mitchell, 1995! was tried and found
to be successful. Area-based surface matching involved find-
ing the orientation of best fit between corresponding fields in
surfaces that are being matched. In this case the entire sur-
face was used in the matching process. One surface was
translated and rotated by an iteration process until the differ-
ences between the two surfaces were minimized~conver-
gence!. Iteration stopped when the most recent corrections to
the translation parameters were less than 0.01mm, and the
rotation parameters were less than60.000 01 decimal de-
grees. When convergence occurred, the mean of the differ-
ences between the two surfaces was zero.

DS MATCH required a ‘‘threshold for exclusion of
points,’’ in addition to the two input files to be matched. This
enabled the exclusion of points where the fields did not over-
lap and of points that were grossly divergent from the rest of
the field, either through measurement error or gross distor-
tion of the surface.

The solution of the matching process was comprised of

~i! The transformation parameters, the rotations and
translations derived by the matching process.

~ii ! The number of points included in the solution, a mea-
sure of the amount of overlap or gross divergence
between the two surfaces.

~iii ! The differences between the two surfaces after they
had been aligned, presented as 3D coordinates~differ-
ence data!.

~iv! The root-mean-square of the differences~rms diff.!
between the two surfaces, a measure of the coinci-
dence or deformation of the two surfaces after they
had been aligned.

G. Movement within the concha

Area-based matching was applied to the concha datasets
of open- and closed-jaw impressions with threshold exclu-
sion limits of 100, 200, 300, and 400mm. The solution de-
rived from the matching process was used to evaluate the
changes that occurred in the concha upon opening the mouth.

The difference data were mapped withSURFER 3Danaly-
sis and visualization software~Golden Software, version
6.04, 1997! and overlaid with a closed-jaw contour map of
the concha. The difference data were gridded on a 1-mm
interval with triangulation and interpolation, and contoured
between20.2 and10.2 mm with contour intervals of 0.1

TABLE I. Precision of mirror transformation, byx, y, andz axes.

Session
No. of
points

Standard deviations

x axis
~mm!

y axis
~mm!

z axis
~mm!

1 30 26.3 9.2 33.4
2 28 33.9 13.4 33.8
3 18 23.7 26.9 24.7
4 18 41.0 17.7 49.6
Mean 30.9 15.5 35.0

TABLE II. Precision of mirror transformation, assessment of systematic
error.

Session
No. of
points

Mean of differences

x axis
~mm!

y axis
~mm!

z axis
~mm!

1 30 22.11 0.45 2.49
2 28 20.97 21.25 0.89
3 18 2.37 23.87 0.87
4 18 4.01 1.75 22.01
Mean diff. 0.26 20.63 0.84
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mm. The closed-jaw data contour map was gridded on a
0.5-mm grid with triangulation and interpolation.

H. Movement within the canal

Area-based matching was applied to the canal datasets
with threshold exclusion limits of 100, 200, 300, and 400
mm. The solution derived from the matching process was
used to evaluate the distortion that had occurred in the canal.

The difference data were mapped and overlaid with a
closed-jaw data contour map of the canal. The difference
data were gridded on a 1-mm interval with triangulation and
interpolation, and contoured between20.4 and10.4 mm
with contour intervals of 0.2 mm. The overlaid contour maps
of the closed-jaw canal data were gridded on a 0.5-mm grid
with triangulation and interpolation.

I. Movement of canal relative to the concha

The transformation parameters derived to precisely align
the concha datasests were applied to the corresponding canal
datasets using the Bursa–Wolf seven-parameter similarity
transformation equations~Harvey, 1995!. The datasets from
each pair of canal regions, with their concha fields aligned,
were further analyzed usingSURFERsoftware. The imported
datasets were orientated as horizontal surfaces.

1. Movement in the M –L and S –I directions

Data sets were converted to ‘‘grid files’’ usingSURFER.
Gridding parameters were set at 500mm for both x and y
axes. Fields were plotted as contour maps with contours at
500-mm intervals. Open- and closed-jaw maps were super-
imposed. The open-jaw contour map was then clicked and
dragged over the closed-jaw map until an alignment of best
fit was achieved. Best fit was determined subjectively by
balancing considerations of

~i! The highest contour of the plot~first bend in canal!;
~ii ! The ridge extending from the highest point to the in-

ferior aspect of the canal; and
~iii ! The superior and inferior borders of the canal.

The translations that occurred while manually aligning the
two maps were determined. These represented movement in
the M–L and S–I directions.

2. Movement in the A –P direction

Gridding parameters were set as above. Difference con-
tour maps were generated with a contour interval of 500mm
and overlaid with a contour map of the corresponding
closed-jaw dataset. The difference maps represented move-
ment in the A–P plane. The range of values along a horizon-
tal line through the center of the map was taken as an ap-
proximation of the movement in the A–P direction.

III. RESULTS

A. Movement within the concha

Fourteen impression pairs were area-matched usingDS

MATCH. The mean values on the 14 datasets for the percent-

age of points included in the solution and rms diff. values for
the 100, 200, 300, and 400-mm exclusion limits are pre-
sented in Table III.

Error in the solutions was dependent on the surface
shape, the perimeter shape, the number of points used to
determine the solution and the coincidence of the two sur-
faces~rms diff.!. The percentage of points included in the
solution for exclusion limits of 200 to 400mm was in excess
of 80% ~Table III!. Each profile of the concha fields ac-
counted for between 8 and 10 percent of the total number of
points. If a pair of concha fields did not overlap by one
profile, then 10 percent of the points would be lost to the
solution. Along the inferior, posterior, and superior borders
of the concha field the surface fell away very steeply. Points
recorded in these areas were subject to increased measure-
ment error due to the steep angle at which the surface inter-
sected with the measuring mark. The error associated with
this phenomenon was not tested. However, many of these
edge points are likely to have been excluded from the solu-
tion. The number of points excluded for this reason could
approach 10 percent. It was also accepted that the coordi-
nates of a number of points would be recorded incorrectly
because of operator error. No attempt was made to assess the
percentage of points that fell into this category but an upper
limit of 5 percent would seem a conservative estimate, one
point in a profile of 20 points.

In summary, loss of points from the solutions were due
to

~i! Lack of overlap at the first or last profiles;,10%
~ii ! Steep inclines at southern and northern border;,10%
~iii ! Operator observation error;,5%.

An exclusion of approximately 20% of points is consistent
with a correct match between two closely fitting surfaces.

Thus, the figure of 82% for the 200-mm exclusion limit
is consistent with the data and measuring system. The figures
of 87% for the 300-mm exclusion limit and 90% for the
400-mm exclusion limit are consistent with inclusion of a
further 5% and 8% of points as more inaccurate points and
more edge points are included by the higher exclusion limit.
On the basis of the data in Table III, the need to include the
highest number of points was balanced with the need to keep
the value of the rms diff. as low as possible. Transformation
parameters based on a exclusion limit of 200mm were ac-
cepted as inputs into further analysis.

The rms diff. and the percentage of points involved in
the matching with an exclusion limit of 200mm are given in
Table IV. Table IV shows that the concha region of open-jaw
and closed-jaw impression sets 2–14 conform, with a mean
rms diff. of 78mm derived from coordinate data with a mea-

TABLE III. Concha area-matching, varying the exclusion limit.

Exclusion
limit ~mm!

Mean % of
points

Mean rms diff.
~mm!

100 58 49
200 82 78
300 87 97
400 90 108

964 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Grenness et al.: Mapping ear canal movement



surement error of 20mm and plotted on a 1-mm grid.
Figure 4 shows difference data from the matching solu-

tion from impression no. 13, mapped usingSURFERwith the
closed-jaw contour map to aid orientation. Examination re-
veals broad areas of residual data between60.1 mm, dis-
crete areas of residual data between60.1 and 0.2 mm, prin-
cipally the crus of the helix and some edges, and blank areas
at some edges where data points have been excluded.

B. Movement within the canal

Fourteen pairs of canal regions were matched usingDS

MATCH. Applying an exclusion limit of 200mm produced the
following table ~Table V! with a mean percentage of points
of 66% and mean rms residuals of 96mm.

Six impressions~numbers: 5, 7, 10, 11, 12, and 14! con-
verged with a high number of points included in the solution

~.78%!. Six impressions~numbers: 1, 4, 6, 8, 9, and 13!
converged with a moderate number of points~between 50%
and 75%!. Two impressions~numbers: 2 and 3! converged
with a very low number of points~,50%!.

The higher than normal loss of points is attributed to a
difference in the shape of the canal at the inferior and supe-
rior borders, as a result of distortion of the canal during jaw
opening. As with the concha fields, a loss of around 20% of
points from the solutions of matching the canal fields is con-
sistent with a correct match of two closely fitting surfaces.

Applying an exclusion limit of 400mm produced the
following table~Table VI! with a mean percentage points of
85% and a mean rms residual of 136mm.

Eleven impressions~numbers: 2–5, 7–12, and 14! con-
verged with a high number of points~.75%!. Three impres-
sions ~numbers: 1, 6, and 13! converged with a moderate
number of points~between 50% and 75%!.

In summary, six of the impression pairs matched with an
exclusion limit of 200mm, a mean 81% of points included in

TABLE IV. Concha area-matching, % points, and rms differences. Note:
Data set 1 was excluded from the calculation of the mean because the
area-matching result was unreliable, with a lower number of points and
higher rms differences value.

Imp.
no.

Total
no. of
points

No. of
points in
solution

% points
in

solution

rms
diff.
~mm!

1 442 202 46 102
2 237 177 75 71
3 380 334 88 64
4 283 181 64 91
5 319 252 79 73
6 236 215 91 75
7 301 250 83 87
8 314 256 82 73
9 254 219 86 87

10 234 197 84 77
11 262 211 81 77
12 206 169 82 70
13 270 215 80 90
14 321 286 89 73

Mean 82 78

FIG. 4. Impression no. 13. Concha field, area-matching difference data map,
overlaid with closed-jaw contour map.~A! Crus of helix;~B! first/left-hand
profile; ~C! region adjoining antitragus. All units in mm.

TABLE V. Canal area-matching, 200-mm exclusion limit, % points, and rms
differences, ranked by % equations.

Imp.
no.

Total
no. of
points

No. of
points in
solution

% points
in

solution
rms diff.

~mm!

10 208 182 88 85
11 210 175 83 80
7 276 220 80 94
5 342 270 79 91

14 208 164 79 82
12 218 169 78 81
1 619 396 64 81
9 145 90 62 101
4 306 184 60 91
6 297 179 60 89

13 267 153 57 89
8 340 183 54 97
2 195 86 44 97
3 247 101 41 106

Mean 66 96

TABLE VI. Canal area-matching, 400-mm cutoff, % exclusion limit, and
rms differences, ranked by % points.

Imp.
no.

Total
no. of
points

No. of
points in
solution

% points
in

solution

rms
diff.
~mm!

2 97 192 98 139
10 85 199 96 116
11 80 193 92 107
5 91 316 92 141

12 81 198 91 120
7 94 251 91 130

14 82 185 89 114
3 106 221 89 153
9 101 119 82 134
4 91 239 78 150
8 97 261 77 168
6 89 215 72 153

13 89 189 71 150
1 81 408 66 123

Mean 85 136
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the solution and an rms diff. value of 86mm. Five impres-
sion pairs matched moderately well with an exclusion of 400
mm, a mean 85% of points, and rms diff. value of 149mm.
Three impression pairs matched with an exclusion of 400
mm, a mean 70% of points, and a mean rms diff. value of
142 mm.

This points to increased distortion of the canal field
when compared to the concha in 8 out of 14 impressions.
Successful matching of fields generally occurred only when
the exclusion limit was increased to 400mm with a mean
rms diff. of 136mm ~compared with a mean rms diff. of 78
mm for concha matching!.

Figure 5 shows canal difference data from impression
no. 5, mapped and overlaid with a closed-jaw contour map to
aid orientation. Examination shows good overlap between
the difference data map and the closed-jaw map consistent
with the 92% of points included in the solution. Distortion of
the canal could occur in two general areas, within the body
of the field and at the edges. The above table and examina-
tion of all the overlaid contour maps indicate that the influ-
ence of loss of data at the edges was significant.

C. Movement of the canal relative to the concha

1. Movement in the M –L and S –I directions

Contour maps of the canal fields were generated with
their respective concha aligned. The precision of the points
on which the contour plots were based was calculated from

Precision of recorded points: 20mm,
Precision of mirror transformed points: 52mm,
Precision of area-based matching: 78mm.
Because the closed-jaw data were recorded, then trans-

formed through the mirror, they had an estimated accumu-
lated error of 56mm. By comparison, the open-jaw data were
recorded, transformed through the mirror, and further trans-
formed using parameters derived from the concha area
matching, and so had an estimated accumulated error of 97
mm. Contour intervals of 500mm could be reliably plotted

from these data. Displacements of 500mm or greater are
therefore clearly significant. Figure 6 shows the open- and
closed-jaw canal maps of impression 5. There has been sig-
nificant M–L movement in impression 5.

The M–L and S–I translations were recorded inmm
~Table VII!. Negative figures represent movement to the in-
ferior or lateral. The mean of the absolute values of the M–L
and S–I translations were 1450 and 1210mm, respectively,
with a range of12022 to23839mm and12372 to23712
mm.

In general terms, upon opening, the canal moved in the
S–I plane

Inferiorly in impressions: 2, 4, 6, 7, 8, 11, 13, 14
~8 ears!,
Superiorly in impressions: 3, 9, 10~3 ears!,
No S–I movement in impressions: 1, 5, 12~3 ears!.
In general terms, upon opening, the canal moved in the

M–L plane
Laterally in impressions: 2, 3, 4, 6, 11, 12, 13, 14
~9 ears!,
Medially in impressions: 7, 8, 9, 10~4 ears!,
No M–L movement in impressions: 1, 5~2 ears!.

FIG. 5. Impression no. 5. Canal field, 400-mm exclusion limit, area-
matching difference data map, overlaid with closed-jaw map. There is good
overlap between the difference data map and the closed-jaw map consistent
with the 92% of points included in the solution. All units in mm.Note:
different scale from Fig. 4.

FIG. 6. Impression no. 4. Canal field, overlaid contour maps. Closed-jaw
data~light!, open-jaw data~heavy!. Maps overlaid into the same coordinate
system with concha fields coincident, significant M–L movement. All units
in mm.

TABLE VII. M–L and S–I movements of canal relative to the concha.

Imp
no. Subject

Medial–lateral
~mm!

Superior–inferior
~mm!

1 1 0 0
2 2 23839 21592
3 3 2364 1823
4 4 23231 2588
5 5 0 0
6 5 21248 21006
7 6 1458 22716
8 6 2022 2811
9 7 1595 3712

10 7 1489 2372
11 8 21190 2440
12 8 22075 0
13 9 2775 21270
14 10 2647 21616

Mean
absolute

1450 1210
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2. Movement in the A –P direction

Difference contour maps were generated on a 500-mm
grid. Issues of error and significance are the same as in the
previous section. Positive values represent movement in the
anterior direction upon opening~e.g., Fig. 7!.

The range of values along a horizontal line through the
center of the map was taken as an approximation of the
movement in the A–P direction~Table VIII!. The horizontal
line in Fig. 7 was the region through which difference values
were accepted as the A–P movement. This line passes
through contour levels of24.0 to 20.5 mm. Movement
ranged from28.5 to 17.5 mm. Movement in 10 of the 14
ears occurred between23.0 and13.5 mm. The absolute
mean of the range was 3.1 mm.

In general, upon opening, the canal moved in the A–P
plane

Anteriorly in impressions: 1, 3, 5, 7, 9, and 13~6 ears!,
Posteriorly in impressions: 2, 6, 10~3 ears!,
Mixed in impressions: 4, 8, 11, 12, and 14~4 ears!.
In the mixed group, impressions 4, 11, and 12 showed

anterior movement~widening of the canal! lateral to the first

bend and posterior movement~narrowing of the canal! me-
dial to the first bend. Impression 8 showed the reverse.

Transformation parameters derived from matching the
canal fields could not be used to evaluate movements of the
canal. The matching solution contained both rotations and
translation. Rotations of the fields had significant translation
effects. There was no correlation between translation param-
eters derived from matching and the translations determined
above. There was also no correlation between the rotation
parameters and the quantum of movements.

IV. DISCUSSION

A. Impressions and accuracy

Mapping was designed to be sufficiently accurate to be
relevant to clinical practice and the manufacture of hearing
aids. Clinically, the accuracy of ear impressions can be ham-
pered by the presence of hairs and cerumen. During manu-
facture of ear molds, factors such as impression modifica-
tion, the nature of the materials used, and ear mold polishing
results in differences between the impression and the final
mold/shell that is fitted. Changes in external ear morphology
of less than 200mm are unlikely to have a significant impact
upon the dimensions of hearing aids and earplugs. Differ-
ences of 0.5 mm have been shown to exert a dramatic effect
on sound attenuation of earplugs~Smith et al., 1980!. In the
study an error on the order of 100mm in ear impression
maps was accepted as a level of accuracy consistent with
clinical and manufacturing practice.

In order to achieve accuracy on the order of 100mm in
the ear impression maps, it was necessary to achieve accu-
racy in data collection on the order of 30mm. This level of
error was achieved with the Reflex microscope.

The repeatability of ear impressions was not tested in
this study. Distortion of the external ear by the impression
material and technique is possible. Comparison of repeat im-
pressions at the same jaw position is possible using area
matching as described above. This is an area for future study.

B. The concha field: Area-based matching

During the initial matching of concha fields it was ap-
parent that area-based matching could be unreliable. The cir-
cular nature of the concha fields allowed several different
‘‘good matches,’’ with widely varying parameters being de-
rived from the same pair of impressions. This phenomenon
could be described as ‘‘barreling.’’ Two identical cylinders
can be matched in an infinite number of ways when their
long axes coincide. This problem was overcome by enlarging
the area of the concha being plotted, and including elements
that were less subject to barreling. The most important ele-
ments were the edge of the impression, and the hollow of the
crus of the helix. The area mapped in this study has generally
been sufficient for reliable area-based matching.

C. Impression alignment

A comparison of the transformation parameters for
matching the concha fields gives an indication of the effec-
tiveness of the use of an impression negative in aligning each

FIG. 7. Impression no. 10. Canal field, closed-jaw data~light!, open-jaw
data~black!, and closed–open-jaw difference data contour map. Maps over-
laid into the same coordinate system with concha fields coincident. All units
in mm.

TABLE VIII. A–P movements of canal relative to the concha.

Imp.
no. Subject

Anterior–posterior
~mm!

Range
~mm!

1 1 4.5 to 5.0 0.5
2 2 28.5 to 23.0 5.5
3 3 20.5 to 2.0 2.5
4 4 22.5 to 3.0 5.5
5 5 0 to 2.0 2.0
6 5 23.0 to 21.0 2.0
7 6 3.5 to 7.5 4.0
8 6 22.0 to 3.0 5.0
9 7 1.0 to 3.5 2.5

10 7 24.0 to 20.5 3.5
11 8 21.0 to 2.0 3.0
12 8 21.0 to 2.5 3.5
13 9 1.0 to 3.5 2.5
14 10 1.0 to 2.5 1.5

Mean 3.1
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pair of impressions. The absolute mean of the translations on
the M–L, S–I, and A–P planes was on the order of 1000mm,
and the rotations were on the order of 2 deg. These values
were larger than expected, and may have been the result of
an inherent problem with the method or in its application.

The region of the impression most likely contributing to
this problem was the tragus. In the current study, the anterior
surface of the tragus and canal regions was excluded from
the register because it was known to move relative to the
concha. Examination of the maps reveals large movements
along the inferior border of the canal/tragus in this region in
the majority of maps~e.g., Fig. 6!. Interestingly, maps that
show the least movement along the inferior border in the S–I
and M–L planes~Nos. 3, 5, 6, and 11! also show smaller
translations and rotations for all six area-matching param-
eters. Figure 8 shows the open- and closed-jaw canal maps of
impressions 5. There has been no change along the lower
border of the canal.

The lateral–inferior aspects of the canal contour plots
represent the region leading to the antitragic notch and the
antitragus. It can be concluded that where there was not sig-
nificant movement in the intertragic notch region in the S–I
and M–L planes, there was less error in the manual align-
ment of the impressions with a register.

These movements do not appear to have resulted in dis-
tortion of the area of the concha that was plotted, as shown
by the high number of equations included in all the matching
solutions.

Examination of the concha difference data contour plots
~e.g., Fig. 4! shows a small loss of difference data along the
inferior border of the map in the region of the antitragus in
about half of the datasets. This loss of data, commented upon
in the results section, was due to the increased slope in the
region leading to increased measurement error and reduction
in effective sampling rate, and possibly distortion in the re-
gion.

However, the posterior wall of the intertragic notch, i.e.,
the antitragus region, was included in the register to provide
sufficient contact with the impression to aid in the alignment
of the impressions. There was a suspicion of movement in
this region. Casual inspection of ear impressions frequently
shows changes in this area. However, the extent and signifi-

cance of these changes has not been reported or commented
on previously and did not form a part of this study. The plane
of the antitragus part of the ear impressions was typically at
close to right angles to the plane of the concha~Fig. 9!, and
was therefore not mapped.

D. The canal field: Multiple best-fit solutions

Area-based matching of the canal region had a propen-
sity to produce multiple solutions. In order to determine the
solution of best fit the data were repeatedly iterated with
different combinations of three, four, and six parameters until
the highest number of equations included in the solution was
determined. For example, Fig. 10 shows the residual data of
area matching the canal of impression no. 5, mapped as a
contour map, overlaid with a contour map of the closed-jaw
data. An exclusion limit off 400mm was used, and conver-
gence achieved with 62% of points and an rms diff. of 134
mm. Clearly, the difference data contour map and the over-
laid closed-jaw map do not coincide at the superior and in-
ferior borders.

Further iteration of the closed- and open-jaw data pro-
duced convergence with 92% of equations and an rms re-
sidual of 141mm. The resultant map in Fig. 5 shows good
alignment of the residual data contour map and the corre-
sponding closed-jaw impression. Clearly, this second solu-

FIG. 8. Impression no. 5. Canal field, overlaid contour maps. Closed-jaw
data~light!, open-jaw data~heavy!. Maps overlaid into the same coordinate
system with concha fields coincident. No M–L or S–I movement resulting
in no movement along the lower border of the canal. All units in mm.

FIG. 9. Ear impression.~A! Inferior border of tragus;~B! Antitragic notch;
~C! Concha;~D! Antitragus region.

FIG. 10. Impression no. 5. Canal field, 400-mm exclusion limit, area-
matching difference data map, overlaid with closed-jaw map. Solution con-
tains 62% of points. The difference data map does not coincide well with the
closed-jaw contour map at the superior and inferior borders. All units in
mm.
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tion provides a better match than the first. Whether this result
is the correct match is a matter of clinical judgment, as is
whether the result provides meaningful information about the
relationship between the two surfaces.

E. Increased flexion at the first bend

Distortion of the canal could occur in two general areas:
within the body of the field and at the edges. Figure 11 shows
loss of data due to distortion at the superior and inferior
border of the canal. Figure 11 also shows a central region
near or around the bend in the canal where the difference
data are generally positive, whereas the remainder of the data
are generally negative. Figure 12 represents an interpretation
of the general form of Fig. 11. Where the form of the open-
jaw impression data~thick line! passes above the closed-jaw
impression data~thin line!, the difference data are positive.
Where the open-jaw data passes below the closed-jaw data,
the difference data are negative.

This finding does seem to support the observation
~Grenness, 1990! that open-jaw and closed-jaw impressions
can be readily identified due to an increased definition of the
first bend in the canal.

However, Fig. 12 does not represent the movement that
has occurred. Area matching has matched the surfaces over
their entire surface. The medial aspect of the canal, on the
other hand, is fixed as it merges into the bony part of the

canal. When Fig. 12 is redrawn such that the medial part of
the canals coincide, two general possibilities arise~Fig. 13!.

Flexion at the bend in the canal may occur in conjunc-
tion with a larger anterior movement at the bend and a
smaller anterior movement of the tragus@Fig. 13~A!#, or a
smaller anterior movement at the bend and a posterior move-
ment of the lateral part of the tragus@Fig. 13~B!#. Area
matching the medial part of the field is needed in order to
differentiate between these two general possibilities. How-
ever, because of the essentially cylindrical nature of the canal
in this region, area matching is likely to result in significant
barreling and widely variant multiple solutions and was
therefore not trialed. The most likely means of matching this
portion of the canal would involve including data from sur-
rounding anatomical structures not directly a part of the ex-
ternal ear.

If the difference data map in Fig. 11 had a common
factor of 300mm added across the entire field, this would
have the approximate effect of aligning the medial part of the
canal into the same frontal plane. The region at the bend in
the canal would now show differences up to 600mm. This is
consistent with Oliveira~1997!, who found that the average
increase in A–P direction in adults was 0.7 mm.

F. Direction of movements

A summary of the combinations of movements appears
in Table IX. Movement of the canal inferiorly, laterally, and
in a mixed anterior/posterior is the most common movement
of the ears studied. The sample size was not large enough to
draw conclusions in this regard. However, the distribution of
movements does hint at trends.

Comparing the distribution of movement in Table IX
with the canal area-matching results~Tables V and VI! does
not give any indication of a direct relationship between an
increased amount of distortion and direction of movement. In
particular, there is no obvious trend between increased dis-
tortion and mixed A–P movement.

Each of the movements was recorded as movement of
the canal relative to the concha. It is expected that a substan-
tial component of the movement was a result of the concha
moving relative to the canal. For example, it is not thought
that the canal region moves significantly in the S–I plane. It
is more likely that it is the pinna as a whole that moves in the
S–I-plane in these cases.

In the A–P direction, the absolute mean of the range of
movement was 3.1 mm~Table VIII!. This figure combines
anterior, posterior, and mixed movements; however, it does
give a measure of the quantum of movement. As noted

FIG. 11. Distortion of canal, loss of data. Impression no. 8, difference data
~400 mm exclusion limit! contour map overlaid with closed-jaw data con-
tour map.~A! Loss of data due to lack of overlap/distortion of region;~B!
Difference data generally positive in region around bend in canal~heavy
oval!.

FIG. 12. Line drawing representing a horizontal slice through the anterior
surface of canal. Increased flexion of the canal leads to a change in sign of
the difference data as shown in Fig. 11.

FIG. 13. Line drawing representing a horizontal slice through the anterior
surface of canal. Left ends~medial! coincide.~A! Larger anterior movement
at bend, small anterior movement in canal;~B! smaller anterior movement at
bend, posterior movement of tragus.
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above, flexion in the canal may account for 0.7-mm average
movement across the entire field. If movements are consid-
ered relative to the skull, up to 80% of the movement may be
provided by the pinna and 20% or greater by the canal.

Posterior movement of the canal relative to the concha
will result in force being applied to the surface of an ITE
hearing aid if present. These findings do not show that the
canal itself has narrowed in the A–P direction. However,
while a CIC hearing aid may not extend into the bowl of the
concha, the cartilage that forms the concha also provides a
portion of the posterior wall of the canal. Thus, it is possible
that anterior movement of the concha~and a portion of the
posterior wall of the canal e.g., Fig. 14! is responsible for
some CICs sliding out of the ear as described by Pirzanski
~1996!.

G. Symmetry

A review of the overlaid contour plots of left and right
ears, subjects 5 to 8, demonstrates a degree of symmetry in
both the direction and quantum of movement. The difference
in movement between right and left ears in the same subject
was approximately 100 to 1200mm in thex axis ~S–I! and
440 to 1300mm in they axis ~M–L!. In no case was there
movement in opposite directions between ears, although
there was no movement in some cases.

None of the subjects studied had a history of TMJ dys-
function. No subject had a jaw deviation from the center line
upon opening, an indication of restricted joint mobility on
the side to which the jaw deviates. If the sample size was
increased or subjects selected who had a known history of
TMJ dysfunction with a deviation, it could be expected that
greater asymmetry between the right and left ears might be
found.

Movements have also been shown in the S–I and M–L
directions. These were of a smaller magnitude, approxi-
mately 1.5 mm, but are still of clinical significance. M–L
movements may provide an additional mechanism for the
dislodgement of hearing aids.

H. Clinical evaluation of movement

The quantum, direction, and combination of movements
demonstrated in this study point to the need for a protocol
and method of clinical evaluation and/or technique that aids
clinicians and hearing-aid users. Further study is required to
determine whether correlations exist between specific pat-
terns of movement and specific clinical problems. Further
detailed study of morphologic change in the external ear,
especially the posterior wall, related to jaw and facial move-
ments should yield further insights into the problems associ-
ated with the wearing of hearing aids.

V. CONCLUSION

Area-based matching has been found to be a reliable
method of enhancing the alignment of coordinate data and
evaluating the conformation/distortion between surfaces.

The mapped concha regions did not undergo clinically
significant deformation during jaw movement. The anterior
wall of the canal generally underwent greater deformation
than the concha regions. However, the amount of deforma-
tion was not in itself clinically significant.

Movement of the anterior wall of the canal relative to
the concha was significant. This study has demonstrated a
range of movement combinations of the anterior wall of the
canal relative to the concha in three dimensions. Most sig-
nificantly, the canal has moved anteriorly in five cases, pos-
teriorly in three cases, and a combination of anteriorly and
posteriorly in four cases.

Narrowing or partial narrowing of the ear canal has oc-
curred during jaw opening in 7 out of 14 ears studied. This
study does not support previous reports that suggest that the
ear canal only widens with jaw opening.

Movement of the canal relative to the bony meatus could
not be evaluated in this study. The most likely means of
matching this portion of the canal would involve including
data from surrounding bony anatomical structures not di-
rectly a part of the external ear. Mapping of the entire tissue
surface of ear impressions or the actual external ear, together
with cranial reference areas, remains a valuable project for
study.

FIG. 14. Horizontal section through right ear. Anterior movement of part of
concha that forms the posterior wall of the canal.~A! Mandibular condyle;
~B! Tragus;~C! That part of concha forming posterior wall of canal;~D!
Concha;~E! Antihelix.

TABLE IX. Distribution of movements.

Movement
A–P

Inferior Superior
No S–I

AntAnt Mixed Post Ant Post

Lateral 13 4,11,14 2,6 3
Medial 7 8 9 10
No M–L 12 1,5
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Theoretical considerations and experimental evidence suggest that otoacoustic emission parameters
may be used to reveal early cochlear damage, even before it can be diagnosed by standard
audiometric techniques. In this work, the statistical distributions of a set of otoacoustic emission
parameters chosen as candidates for the early detection of cochlear damage~global and band
reproducibility, response level, signal-to-noise ratio, spectral latency, and long-lasting otoacoustic
emission presence! were analyzed in a population of 138 ears. These ears have been divided,
according to a standard audiometric test, in three classes:~1! ears of nonexposed bilaterally normal
subjects,~2! normal ears of subjects with unilateral noise-induced high-frequency hearing loss, and
~3! their hearing impaired ears. For all analyzed parameters, a statistically significant difference was
found between classes 1 and 2. This difference largely exceeds the difference observed between
classes 2 and 3. This fact suggests that the noise exposure, which was responsible for the unilateral
hearing loss, also caused subclinical damage in the contralateral, audiometrically normal, ear. This
is a clear indication that otoacoustic emission techniques may be able to early detect subclinical
damages. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1432979#

PACS numbers: 43.64.Jb, 43.64.Wn@BLM #

I. INTRODUCTION

The application of otoacoustic emission~OAE! pass–
fail tests to neonatal screening is already a widespread and
successful technique~e.g., Tognolaet al., 2001!. As regards
other possible clinical applications of OAEs, namely the
early detection of subclinical cochlear damage and the objec-
tive determination of the hearing threshold, much work has
still to be done.

OAE parameters have been shown to be sensitive to
noise ~Norton et al., 1989; Furstet al., 1992; Mansfield
et al., 1999! and ototoxic drugs, such as aspirin~Long and
Tubis, 1988; Longet al., 1991! and quinine sulfate~McFad-
den and Pasanen, 1994!. This is not surprising, if one con-
siders that OAEs are produced by the sensitive feedback
mechanism, located in the outer hair cells, which is respon-
sible for the excellent amplification and frequency selection
performance of the human ear, and that the outer hair cells
are the first part of the system to be damaged by ototoxic
agents.

Among the several experimental techniques available
for studying the OAE properties, in this work only tran-
siently evoked OAEs~TEOAEs! and synchronized spontane-
ous OAEs ~SSOAEs! will be considered. Correlation be-
tween hearing sensitivity, expressed by the audiometric
threshold, and the OAE presence and level has been estab-
lished by many authors: as regards spontaneous OAEs

~SOAEs!, Moulin et al. ~1991! and McFadden and Mishra
~1993! found a correlation between the global presence of
SOAEs and good hearing sensitivity. In the studies by Probst
et al. ~1987! and Sistoet al. ~2001! it was shown that this
correlation is local in the frequency domain; as regards
TEOAEs, Probstet al. ~1987!, Attias et al. ~1995!, and Luc-
ertini et al. ~1996!, among many others, demonstrated the
absence of TEOAEs in the audiometrically impaired fre-
quency range, for hearing threshold levels higher than 20 dB.
Prieveet al. ~1993! and Hussainet al. ~1998! showed also
that the separation between normal-hearing and hearing-
impaired ears was effectively performed above 1 kHz only,
by analyzing TEOAE parameters such as response, signal-to-
noise ratio~SNR!, and reproducibility.

In a study on a population of workers exposed to high
levels of industrial noise, Kowalska and Sulkowski~1997!
found that also in the frequency ranges in which the hearing
threshold of the exposed subjects was normal, their average
TEOAE response was lower by 3 dB than that of a nonex-
posed control population. Attiaset al. ~1995! also found re-
duced TEOAE power and narrower frequency range in ex-
posed normal subjects as compared with nonexposed normal
subjects. Hall and Lutman~1999! have recently shown, by
comparing the sensitivity and test–retest repeatability of sev-
eral techniques, that OAE measures~and, particularly,
maximum-length sequences TEOAEs! are more effective
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than pure-tone audiometry in detecting mild hearing loss.
These results may be considered a strong indication that the
reduced TEOAE reponse could be a good indicator of early
cochlear damage in audiometrically normal ears. On the
other hand, interpersonal variability and test–retest fluctua-
tions of the measured quantities, evaluated for TEOAEs by
Harris et al. ~1991!, Marshall and Heller~1996!, and Hall
and Lutman~1999!, either intrinsic or due to instrumental
factors, make it difficult to demonstrate the practical appli-
cability of these research findings to the early detection of
subclinical cochlear damage. However, in the light of the
above results, it is expected that a statistical correlation be-
tween exposure to noise and OAE parameters could be ob-
served, particularly by using frequency band selective indi-
cators.

In this work, a set of OAE measurable parameters has
been analyzed on a population of audiometrically normal and
impaired young males. Standard OAE parameters, such as
global and band reproducibility, response level, and SNR
were used. Other parameters were also used, such as the
OAE spectral latency and the presence of long-lasting OAEs,
which had also been recently shown to be correlated to au-
diometrically determined hearing loss~Sisto et al., 2001;
Sisto and Moleti, 2002!. All the impaired subjects had been
exposed to noise during their military training with firearms.
The impaired population~22 subjects! showed unilateral
hearing loss, with an audiometrically normal contralateral
ear. It is reasonable to assume that occurrence of subclinical
cochlear damage should be expected in the normal ears of
these exposed and unilaterally impaired subjects more fre-
quently than in the ears of nonexposed bilaterally normal
subjects. In this case OAE parameters should permit us to
show a difference between these two populations, which
would fall in the same audiometric category, according to a
standard dichotomous criterion. To test this hypothesis, a sta-
tistical analysis has been performed, comparing the distribu-
tions of a set of OAE parameters, among three classes of
ears:~1! ears of nonexposed bilaterally normal subjects,~2!
normal ears of exposed subjects with unilateral audiometric
high-frequency hearing loss, and~3! their impaired ears. The
aim of the work was to understand if the OAE average pa-
rameters of these three subsets showed any significant order-
ing, and, particularly, if those of class 1 were significantly
different from those of class 2.

II. METHOD

In this work a population of 138 ears has been studied.
The ears belong to 69 young male subjects~age ranging from
18 to 25 years!. They were classified, according to a standard
tonal audiometric test, in three classes:~1! ears of nonex-
posed bilaterally normal subjects~47 subjects!, ~2! audio-
metrically normal ears of subjects affected by unilateral
high-frequency hearing loss~22 subjects!, caused by impul-
sive noise exposure, and~3! the impaired ears of the same
subjects. All subjects were selected on the basis of their
statement that they have had no previous exposure to either
occupational or recreational noise. Exposed subjects had
served for one year in the army. None of them had preexist-
ing hearing loss. During their service they had been exposed,

without ear protection, to firearm noise. Thus hearing loss
was in all cases presumably related to training with firearms,
because the subjects had not been previously exposed to
other ototoxic agents. All subjects underwent an otoscopy
with removal of debris and wax from the ear canal, and an
impedance test, before being analyzed for OAEs, to rule out
possible bias due to the external and/or middle ear dysfunc-
tion. Possible bias due to a side effect on otoacoustic emis-
sions was ruled out by the presence in our sample of the
same number of right and left impaired ears in the subjects
affected by unilateral hearing loss~McFadden, 1993!. The
equal number of right and left ear losses is due to the use of
either guns or rifles, which, in right-handed people, tend to
cause damage in the left and right ear, respectively.

Pure tone audiograms were recorded in an acoustically
shielded room, using a clinical audiometer Amplaid A-460,
equipped with TDM-39 headphone, according to the proce-
dure described by Yantis and Katz~1994!. The audiometric
test frequencies are 0.25, 0.5, 1, 2, 3, 4, 6, and 8 kHz. The
examined ear is conventionally defined ‘‘normal’’ if no
threshold shift larger than 20 dB is found over the whole
frequency range. For threshold shifts larger than 20 dB in
any audiometric rangef >3 kHz, the ear is defined ‘‘high-
frequency impaired.’’ The global audiometric behavior of the
impaired ears belonging to class 3 is reported in Fig. 1, to
show that the audiometric hearing loss pattern is indeed that
characteristic of noise-induced high-frequency hearing im-
pairment.

For threshold values exceeding 20 dB an accurate
threshold search was performed, increasing the stimulus by
steps of 5 dB. Unfortunately, as these data were originally
recorded for clinical screening purposes, in the normal ears
no accurate threshold search was performed below 10–15
dB, so, in the normal range, the recorded threshold value is
just an upper limit for the real one. As a consequence, a
significant difference between the average audiometric
thresholds of the ears of classes 1 and 2 cannot be excluded,
the only constraint being that the real average threshold shift
is in both cases below 15 dB over the whole frequency
range.

TEOAE recordings were obtained using the standard
ILO-96 system in the nonlinear mode of acquisition, with a
stimulus intensity of 8063 dB. The standard ILO window
~from 2.5 to 20 ms, with a linear ramp from 2.5 to 5 ms! was

FIG. 1. Average audiometric hearing loss of the impaired ears. The loss
pattern is that typical of impulsive noise-induced hearing loss.
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applied to the data. The TEOAE recordings were processed
off-line by using a dedicated software developed in Lab-
VIEW ~National Instruments! to compute the standard OAE
parameters~global and band reproducibility, response and
SNR! and the TEOAE spectral latency. Two average wave-
formsA(t) andB(t) are independently registered by the ILO
System. In this work, the OAE parameters have been com-
puted starting from the ILO raw dataA(t) andB(t), and it
has been verified that the computed values of the parameters
defined below coincide within 1%~for reproducibility! or
within 0.1 dB ~for signal and noise levels! with the corre-
sponding ILO parameters.

The global reproducibility of the response is defined
here as the correlation coefficient ofA(t) andB(t):

GRepro5
^A~ t !B~ t !&
s~A!s~B!

, ~1!

or, equivalently, from the FFTs ofA(t) and B(t), respec-
tively indicated here asA8( f ) andB8( f ), as

GRepro5
*0

f maxRe~A8* B8! d f

A*0
f maxuA8u2 d f*0

f maxuB8u2 d f
. ~2!

The global response is defined here as the acoustic level in
dB SPL of the correlation function ofA(t) andB(t):

GResp510 logK A~ t !B~ t !

p0
2 L , ~3!

where p0 is the standard pressure level5231025 Pa, or,
equivalently,

GResp510 logS E
0

f max
ReS A8* ~ f !B8~ f !

p0
2 D d f D . ~4!

A rough noise estimate may be obtained from the difference
between the waveformsA andB. In this work the noise glo-
bal level is estimated from the rms value of (A2B):

Noise510 logK „A~ t !2B~ t !…2

2p0
2 L , ~5!

or, in the frequency domain, by

Noise510 logS E
0

f max uA8~ f !2B8~ f !u2

2p0
2 d f D . ~6!

The global SNR is of course defined as

SNR5GResp2Noise. ~7!

Reproducibility, response, and SNR withinnth-octave bands
have also been evaluated, using the frequency domain for-
mulation, and integrating over the desired frequency band.
The frequency analysis was performed innth-octave bands,
with n52,3,6.

Spectral latency was measured by means of a wavelet
transform technique based on the iterative application of fil-
ter banks to the TEOAE waveform. It is defined as the delay
between the stimulus and the maximum of the wavelet com-
ponent of a given octave band. Fast wavelet transform~Mal-
lat, 1998! was performed by iterative application of perfect
reconstruction FIR filter banks. The wavelet transform
W( f i ,t) of a signals is obtained by computing the inner
product ofs with a set of basis functionsz i , named wavelets,
as a function of the time shiftt:

W~ f i ,t !5E s~ t8!z i~ t82t ! dt8. ~8!

The wavelet functionsz i(t) are scaled~compressed! versions
of a mother waveletf(t), whose Fourier transform is that of
a band-pass filter, so the convolution integrals of Eq.~8!
perform the band-pass filtering ofs around the frequencies
f i . The functionsW( f i ,t), which will be called wavelet co-
efficients in the following, give a time-frequency representa-
tion of the evolution of the signals. Filters corresponding to
linear spline biorthogonal wavelets have been used in this
work. Four octave bands were analyzed: 0.39–0.78 kHz,
0.78–1.56 kHz, 1.56–3.12 kHz, and 3.12–6.25 kHz.

SSOAEs of the same subjects were also recorded by the
ILO-96 system. The 80-ms recordings have been off-line
analyzed, to search for long-lasting OAEs, according to the
method described in Sistoet al. ~2001!. The method consists
in dividing the 80-ms interval in seven 50% overlapping time
intervals of durationT;20 ms. Each interval is Hanning
windowed and FFT analyzed. The first time interval is not
used because it is perturbed both by linear ringing~because
SSOAE are recorded using the linear paradigm! and by the
OAE delay. The resulting six low resolution spectra allow for
roughly estimating the characteristic decay time of the ex-
cited spectral lines in the 80 ms following the stimulus. In
this analysis, OAEs are conventionally defined ‘‘long-
lasting’’ if their spectral line amplitude exceed local noise for
at least 40 ms after the click stimulus subministration.

For the three classes of ears, the statistical distributions
of all the above parameters, over the whole set of registra-
tions belonging to each class, have been analyzed, and the
statistical significance of the differences between contiguous

TABLE I. Average global and half-octave-band SNR for the three classes of ears. Statistical comparison of the
SNR distributions of contiguous classes of ears. Quoted errors represent one standard deviation of the average.

Class
Global
SNR

SNR

1 kHz 1.4 kHz 2 kHz 2.8 kHz 4 kHz 5.6 kHz

1 12.760.5 16.260.7 16.560.6 12.960.5 10.760.6 8.460.6 22.760.6
2 9.061.4 14.461.8 14.061.3 6.861.9 4.061.8 2.661.5 25.861.4
3 8.161.1 12.761.1 13.461.1 6.061.8 21.362.4 21.461.6 27.961.3
P1-2(t) 231022 ns ns 531023 331023 231023 ns
P2-3(t) ns ns ns ns ns ns ns
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classes has been evaluated according to Student’st-test. A
95% confidence level (P,0.05) was arbitrarily chosen as a
criterion of significance.

III. RESULTS

As it is evident from their definitions, SNR, reproduc-
ibility, and response are strictly correlated parameters, be-
cause the noise level is almost independent of the response
level, and reproducibility is just a different definition of the
SNR. Thus it is not surprising that very similar results are
obtained using any of these parameters. In Table I the aver-
age values of SNR, both global and relative to frequency
bands, are shown for the three classes of ears. There is a
clear trend indicating that SNR gradually decreases going
down from class 1 through 3. The statistical comparison be-
tween the distributions of contiguous classes, shown in Table
I, indicates that the difference between classes 1 and 2 is
significant while that between classes 2 and 3 is not. This
could partly be due also to the smaller impaired sample. In
Fig. 2 the band SNR is shown with a slightly higher fre-
quency resolution, in thirds of octave. The difference be-
tween classes 1 and 2 is evident forf .1 kHz. Due to the
above-mentioned correlation with the SNR, very similar re-
sults have been obtained for the reproducibility, as shown in
Table II, and for the signal response, as shown in Table III.

As shown in Tables I–III, statistically significant differ-
ences between classes 1 and 2 can be evidenced by using
parameters of the global TEOAEs response~reproducibility,

response, and SNR!, but more significant differences can be
found using the corresponding spectral parameters, exclud-
ing the lowest frequency bands, in which all ears were au-
diometrically normal.

As regards the spectral latency, an analogous result can
be found, in the octave-band immediately below the audio-
metric damage. In Fig. 3 the average OAE spectral latencies
in the four octave bands are shown for the three classes of
ears. The only significant difference is observed between
classes 1 and 2 in the 1.56–3.12-kHz frequency band, with a
probability for the student’s parameterP1,2(t)5231023.

In a previous study~Sisto et al., 2001! it had been
shown that long-lasting OAEs~including SOAEs! are absent
in audiometrically impaired frequency bands and that the
average total number of long-lasting OAEs in impaired ears
is significantly smaller than in normal ears. In this study, the
average total number of long-lasting OAEs in the ears of
class 1~2.32! resulted larger than that found in the ears of
classes 2 and 3~1.57 and 1.14, respectively!. This decreasing
trend going from class 1 to 3 is in qualitative agreement with
all the above results, and the difference between classes 1
and 3, evaluated with Student’st-test, is significant, but, in
this case, the difference between the distributions of classes 1
and 2 is not statistically significant, due to their large vari-
ances and to the small number of exposed subjects.

IV. DISCUSSION

All the examined OAE parameters showed a clear
monotonic behavior going from class 1 to 3. The difference
between classes 1 and 3 was expected, because all these
OAE parameters had already proven to be significantly cor-
related to audiometric hearing loss. It is natural to assume
that the exposed normal ears with a contralateral impaired
ear are more probable candidates for subclinical early im-
pairment than the ears of nonexposed bilaterally normal sub-
jects are. The main result of this work is that, for all the
examined OAE parameters, classes 1 and 2~nonexposed and
exposed normal ears, respectively! proved to be significantly
different from each other, though, from a clinical point of
view, all these ears would fall in the normal ear category,
according to a standard dichotomous audiometric criterion
@hearing loss (HL),20 dB#. Furthermore, the difference be-
tween classes 1 and 2 was always more significant than that
between classes 2 and 3. This result confirms and extends the
findings by Attiaset al. ~1995! and Kowalska and Sulkowski
~1997!, and is a clear indication that OAE parameters may be

FIG. 2. Third-octave-band average OAE SNR for the three classes of ears.
Above 1 kHz there is a clear difference between class 1~ears of nonexposed
bilaterally normal subjects!, class 2~audiometrically normal ears of subjects
affected by unilateral noise-induced hearing loss!, and class 3~hearing-
impaired ears of the same subjects!. A very similar behavior is observed for
reproducibility and response.

TABLE II. Average global and half-octave-band reproducibility~%! for the three classes of ears. Statistical
comparison of the reproducibility distributions of contiguous classes of ears. Quoted errors represent one
standard deviation of the average.

Class
Global
repro

Repro

1 kHz 1.4 kHz 2 kHz 2.8 kHz 4 kHz 5.6 kHz

1 9261 9461 9561 9261 8762 8162 3663
2 8164 8665 9363 6967 5368 5767 2366
3 8263 9362 9362 6767 3669 3267 1365
P1-2(t) 231022 ns ns 531023 431024 231023 531022

P2-3(t) ns ns ns ns ns 231022 ns
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used to reveal subclinical damage due to noise exposure in
audiometrically normal ears. It should be noted that, in this
study, the TEOAE global response difference between nor-
mal exposed ears and nonexposed normal ears is 4.1 dB~see
Table III!, and reaches a maximum value of 6.8 dB in the
2.8-kHz half-octave band. These differences are much larger
than those reported by Kowalska and Sulkowski~1997!, and
largely exceed the typical test–retest fluctuations@2 dB at 3
kHz, according to Hall and Lutman~1999!#. As shown in the
previous section, very similar results have also been obtained
for SNR and reproducibility. This suggests that OAE param-
eters be particularly sensitive to subclinical cochlear damage.
This fact may be explained by considering that the OAE
signals are dominated by the contribution of a few resonant
emissions, with fine-tuned cochlear parameters, which are
significantly modified also by a very mild cochlear damage,
while the global cochlear functionality, which is randomly
probed by audiometric techniques looking at fixed frequen-
cies uncorrelated to the OAE frequencies, is affected by
higher levels of exposure.

As already mentioned, reproducibility, response level,
and SNR are strictly correlated to each other, and the choice
between them is not obvious. Response level is perhaps a
more intrinsic parameter, as it is independent of the noise
level of the recording apparatus, but it is still sensitive to the
systematic errors associated to probe positioning. Another
interesting result is related to the use of global or frequency
band OAE parameters. It has been shown that the differences
between the three classes are more clearly observed by sepa-
rately analyzing the frequency bands in which the hearing

impairment is typically found, or those contiguous to them.
The lowest frequency bands’ results were typically less sig-
nificant, as already found by Prieveet al. ~1993! and Hussain
et al. ~1998!, also because the hearing loss is generally at
higher frequencies. As a consequence, global parameters are
often less significant than band parameters, also due to the
large low-frequency contribution that is typically present in
adult subjects.

In the case of the OAE spectral latency, the interpreta-
tion of the results is more involved, and requires the use of
cochlear transmission models to be meaningful. In fact, lo-
calized cochlear damage produces a frequency-dependent
variation of the latency by affecting both the transmission
properties of the cochlear membrane~Talmadgeet al., 1998!
and the response time of the resonant active filter, as sug-
gested by Donet al. ~1998! in a study of the auditory brain-
stem response~ABR! latencies. However, the statistically
significant difference observed also in this case between
classes 1 and 2 means that also this parameter could be use-
ful for the early detection of hearing impairment. It should be
mentioned that latency is an intrinsic parameter, as response
level is, and has the additional advantage of being quite in-
sensitive to the absolute level uncertainties associated to
probe positioning.

It would have been very interesting to compare the
‘‘normal’’ hearing threshold distributions of populations 1
and 2. This would have needed an accurate~62 dB! deter-
mination of the audiometric threshold in the 0–20-dB range.
Unfortunately, as explained in Sec. II, the audiometric
thresholds have been determined with a standard clinical ac-
curacy ~65 dB! and only in the impaired range. For this
reason, a statistically significant difference between the au-
diometric thresholds of classes 1 and 2 cannot be excluded,
even if it can be stated that all thresholds are lower than 15
dB HL. Thus the conclusion that the OAE parameters, which
have been shown to be sensitive to exposure, should also be
more sensitive than audiometry would not be fully motivated
by the present data. However, this point has already been
demonstrated by Hall and Lutman~1999!, and their results
may be used to complement the present work. According to
the slope of the TEOAE response–audiometric threshold re-
lation reported by Hall and Lutman~1999!, the expected dif-
ference between the average thresholds of populations 1 and
2 may be estimated to be on the order of 8 dB at 3–4 kHz, to
be compared to a test–retest uncertainty on the order of 5 dB
at these frequencies~Atherley and Dingwall-Fordyce, 1963;
Hall and Lutman, 1999!. These estimates may be compared

FIG. 3. Octave-band average OAE spectral latency for the three classes of
ears. Error bars represent one sample standard deviation of the average. The
difference between nonexposed normal ears and exposed~either normal or
impaired! ears is visible in the 1.56–3.12-kHz frequency band, immediately
below the impaired frequency range.

TABLE III. Average global and half-octave-band response for the three classes of ears. Statistical comparison
of the response distributions of contiguous classes of ears. Quoted errors represent one standard deviation of the
average.

Class
Global

response

Response

1 kHz 1.4 kHz 2 kHz 2.8 kHz 4 kHz 5.6 kHz

1 11.160.5 3.160.7 4.460.6 1.960.6 1.460.6 22.460.7 216.260.6
2 7.061.4 0.661.9 1.261.3 24.761.9 25.461.8 28.061.6 219.561.4
3 6.261.1 20.661.4 0.961.2 25.861.7 211.262.4 212.261.5 222.161.3
P1-2(t) 1022 ns 331022 331023 331023 431023 531022

P2-3(t) ns ns ns ns ns ns ns
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to the results of this work, in which a difference on the order
of 6 dB has been found between the 2–4-kHz responses, to
be compared with the typical 2-dB test–retest fluctuations
~Hall and Lutman, 1999!. The clear separation between the
band parameters of the three classes also suggests that a di-
chotomous risk assessment criterion based on the measure-
ment of these OAE parameters could be proposed for ex-
posed populations. For example, in the examined sample, a
reproducibility lower than 60% in the 2.8-kHz band was ob-
served in 14 out of 22 exposed normal ears, and only in 7 out
of 94 nonexposed normal ears. For this sample, a reproduc-
ibility lower than 60% in the 2.8-kHz band is therefore an
indication of probable exposure-induced early cochlear dam-
age, and would suggest adopting some precaution regarding
the further exposure of that subject. Of course, the determi-
nation of a threshold level providing an adequately low level
of false alarms and a sufficient protection of the exposed
subjects would need a much larger statistical sample and an
accurate quantification of the exposure. The standard di-
chotomous audiometric criterion (HL,20 dB) would have
put all these ears in the same category, and using a lower
cutoff audiometric threshold would face the problem of the
test–retest variability, which for audiometry is particularly
large@5–10 dB within the 0.5–4-kHz range and even larger
outside~Atherley and Dingwall-Fordyce, 1963!#.

V. CONCLUSIONS

In this work a set of OAEs parameters was analyzed in a
population of ears divided in three classes:~1! ears of non-
exposed, bilaterally normal subjects,~2! audiometrically nor-
mal ears of subjects affected by noise-induced unilateral
high-frequency hearing loss, and~3! impaired ears of the
same last subjects.

For the whole set of OAE parameters analyzed, a statis-
tically significant difference was generally found between
classes 1 and 2, confirming and extending previous results of
Attias et al. ~1995! and Kowalska and Sulkowski~1997!.
This difference largely exceeds the differences observed be-
tween classes 2 and 3, which are not statistically significant,
with the only exception of the 4-kHz reproducibility. In other
words, the audiometrically normal ears of exposed subjects
affected by a unilateral hearing loss resulted more similar, as
regards all OAE parameters, to the impaired ears than to the
ears of nonexposed bilaterally normal subjects. This fact sug-
gests that the noise exposure, which was responsible for the
unilateral hearing loss, also caused a subclinical~from the
audiometric point of view, using the standard dichotomous
criterion HL,20 dB! damage in the contralateral ear. Thus
OAE techniques seem to be useful to early detect such a kind
of subclinical damage in exposed populations.

It is also important to point out that statistically signifi-
cant differences between classes 1 and 2 can be evidenced by
using parameters of the global TEOAEs response~reproduc-
ibility, response level, and SNR, indifferently!, but much
more significant differences can be found using the corre-
sponding spectral parameters, excluding the lowest fre-
quency bands. As regards the spectral latency, an analogous
result can be found, in the spectral band immediately below

the audiometric damage. As regards the long-lasting OAEs,
their average number decreases from class 1 to 3.

All the results of this work support the idea that OAE
parameters can be used to successfully discriminate a popu-
lation of normal ears from one of early damaged, but still
audiometrically normal, ears.

The application of this analysis method to a larger sta-
tistical sample and an accurate determination of the audio-
metric threshold are necessary to confirm the results of this
work. This would permit us to quantitatively compare the
effectiveness of the OAE and audiometric techniques, and to
determine the threshold levels of the OAE parameters to be
used for the early diagnosis of probable cochlear damage in
exposed subjects. This diagnosis could be important to sug-
gest performing other clinical tests, and to limit the subject’s
exposure before the occurrence of irreversible damage.
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Analysis of mechanical cochlear responses to wide bands of random noise clarifies many effects of
cochlear nonlinearity. The previous paper@de Boer and Nuttall, J. Acoust. Soc. Am.107, 1497–1507
~2000!# illustrates how closely results of computations in a nonlinear cochlear model agree with
responses from physiological experiments. In the present paper results for tone stimuli are reported.
It was found that the measured frequency response for pure tones differs little from the frequency
response associated with a noise signal. For strong stimuli, well into the nonlinear region, tones have
to be presented at a specific level with respect to the noise for this to be true. In this report the
nonlinear cochlear model originally developed for noise analysis was modified to accommodate
pure tones. For this purpose the efficiency with which outer hair cells modify the basilar-membrane
response was made into a function of cochlear location based onlocal excitation. For each
experiment, the modified model is able to account for the experimental findings, within 1 or 2 dB.
Therefore, the model explains why the type of filtering that tones undergo in the cochlea is
essentially the same as that for noise signals~provided the tones are presented at the appropriate
level!. © 2002 Acoustical Society of America.@DOI: 10.1121/1.1428548#

PACS numbers: 43.64.Kc, 43.64.Bt@LMC#

I. INTRODUCTION

In the three preceding papers of the present series~de
Boer and Nuttall, 1997, 2000a, 2000b!, henceforth to be
called Part I, Part II, and Part III, respectively, results of
experiments were reported on movements of the basilar
membrane~BM! in the cochlea of the guinea pig. Measure-
ments were done with a laser velocimeter, at a cochlear lo-
cation showing tuning to frequencies in the region of 15 to
18 kHz. Measured responses were compared to the response
of a suitably chosen nonlinear bio-mechanical model of the
cochlea. In Parts II and III it was demonstrated that via ‘‘re-
synthesis’’ this model can be given a response that closely
matches the response of the real cochlea. The analysis in-
cludes effects of model geometry~Part II! as well as general
and subtle effects of nonlinearity in the cochlea due to varia-
tions in stimulus level~Part III!.

The basic stimulus signal in the experiments described
was always wideband noise. This was so because we used a
nonlinear cochlear model for which noise signals are opti-
mum stimuli. The mechanical variables and operations acting
in a cross section of that model are sketched in Fig. 1. For
simplicity only one outer hair cell~OHC! is shown. Each
OHC has an input signal, the ciliary deflectiondcil(x,t),

which is directly derived from the BM velocityvBM(x,t) by
the transformationH1. The dynamic variablex denotes po-
sition along the length of the model, andt is time; for reasons
of clarity these independent variables have been omitted
from the figure. The transformationH1 is assumed to be
linear, but will be frequency- and location dependent.1 The
output signal of the OHCs is the local OHC pressure
pOHC(x,t). This pressure can be considered to arise from
OHC motility, or, alternatively, as resulting from a reaction
force produced by the stereocilia; for the functioning of the
model these alternatives are equivalent. The pressure
pOHC(x,t) gives rise to anadditive componentpadd(x,t) of
the sound pressurep(x,t) near the BM, again via a linear
~and possibly location- and frequency-dependent! transfor-
mation,H2. In the case where OHC activity occurs via so-
matic motility, most of the frequency selectivity involved in
the feedback loop will be included inH1. In the case where
active reactions of stereocilia are the main source of feed-
back, the frequency selectivity will be more or less equally
divided betweenH1 andH2 ~because of reciprocity!. Over a
certain range of locations and frequencies the loop shown in
Fig. 1 produces positive feedback, whereby the pressure
padd(x,t) acts to enhance the response~‘‘local activity’’ !.
Transduction in the OHCs, from ciliary deflectiondcil(x,t) to
local OHC pressurepOHC(x,t), is described as a memoryless
compressive nonlinearity. In the model, the nonlinearity of
the OHCs is considered to be responsible for all nonlinear
mechanical effects that have been observed over the normal

a!Preliminary data on tone versus noise responses were reported at the ARO
2000 Midwinter Meeting~Abstract No. 705!.

b!Electronic mail~new!: e.d.boer@hccnet.nl
c!Electronic mail: nuttall@ohsu.edu

979J. Acoust. Soc. Am. 111 (2), February 2002 0001-4966/2002/111(2)/979/11/$19.00 © 2002 Acoustical Society of America



operating range of the cochlea. Note that OHCs described as
memoryless nonlinearities are present throughout the
cochlea, all embedded in structures with different frequency
responses. This means that a model with memoryless nonlin-
earities can exhibit frequency-dependent nonlinearity.

The EQ-NL theorem can be applied to a nonlinear
model of this type~de Boer, 1997a!. This theorem is formu-
lated in terms of input-output cross-correlation functions
~ccfs! for wideband noise signals, and this is where the re-
quirement of using noise stimuli stems from.~A short de-
scription of the theorem can be found in Appendix A of Part
III. ! All conclusions from the analysis relate only to re-
sponses to wideband noise signals.

If the model of Fig. 1 is a valid model, it should be
equally well applicable to the case where stimuli are sinu-
soidal signals. This is the subject studied in the present paper.
The main characteristic of the model is that the degree of
saturation is fully determined by thetotal signal dcil(x,t)
acting at the input of the OHCs. For a noise stimulus this
signal will contain many components, and will be~nearly!
Gaussian, but for sinusoidal stimulation it contains one
dominant component and a few weaker ones, and is non-
Gaussian. Furthermore, strong pure tones and noise signals
have quite different distributions of the degree of OHC satu-
ration over the length of the cochlea. For strong wideband
noise signals saturation is evenly distributed, whereas for a
strong tone it is more localized to the region of the response
peak.

Our hypothesis is that noise components and sinusoidal
signals are handled in an identical way when the average
degree of saturation they evoke in the OHCs are the same.
We will investigate whether the same model, with the same
parameters and the same nonlinearity, can predict responses
to sinusoidal signals as well as to noise signals. If it does, we
can apply that model to the consideration of many more
types of signal than wideband flat-spectrum noise, to for-
mants and formant transitions in speech stimuli, for instance.
Furthermore, the value of the model for predicting distortion
products on the basilar membrane can be studied. In none of
these applications should it be necessary to resort to time-
domain computations.

II. GENERAL CONSIDERATIONS: A STRATEGY

Let us first consider what happens to a single-frequency
component of a noise signal inside the cochlea. The noise
response has been measured at one locationx, and has been
analyzed into its frequency components.2 The lower curve in
Fig. 2 ~solid line! illustrates the amplitude of the wave pro-
duced by one of the frequency components—as we imagine
it to propagate in the cochlea. In this case the stimulus had a
low intensity~20 dB per octave!. The measured response has
been transformed to a function of locationx by assuming that
the cochlea ‘‘scales,’’ i.e., that different frequencies~f!
project to different locations~x! along the length of the
cochlea. In particular, we assume that the log of the fre-
quencyf transforms linearly to locationx @for more details
see de Boer and Nuttall~1999!#. The abscissa in Fig. 2 de-
notes locationx starting at the stapes. The figure shows the
amplitude of the noise component at 16.7 kHz. Because this
is a high frequency, and does not travel far, it is not neces-
sary to make the model longer than 6 mm. The phase is
omitted from the figure and is not considered in this report.3

For the solid line the noise signal was presented at 20 dB
~SPL! per octave. For each frequency the spectral component
is normalized with respect to the stapes velocity as if the
stapes response were measured at the same frequency andat
the same spectral level. If the cochlea operates linearly, the
solid line of Fig. 2 will also show the response pattern of a
16.7-kHzpure tone, at least when it is plotted normalized to
the stapes responsefor the same stimulus.

The BM velocity is seen to rise gradually with increas-
ing x from the stapes location~x50!. In a spatial region that
is specific to the frequency, the BM velocity rises more rap-

FIG. 1. Signal transformations in a cross section of the model. See the text
for the meaning of symbols.

FIG. 2. Propagation of a single component of a noise stimulus~16.8 kHz! in
a cochlear model. Amplitude of the response, corrected for the stapes re-
sponse~see the text!. On the ordinate the ratio 1 corresponds to 0 dB.
Abscissa: distance from stapes/round-window location. Two stimulus levels,
60 dB apart. For the lower one,~solid line! propagation is a linear process.
For the higher one~dashed line! partial saturation causes nonlinearity.
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idly to reach a maximum. In that region the cochlear wave is
amplified by the BM and its associated cell structures—
positive feedback resulting from the loop shown in Fig. 1.
After having passed that region the wave extinguishes rap-
idly. In the peak region, size and form of the response are
controlled by the feedback loop; outside the peak region the
influence of the feedback is small. As stated above, the pat-
tern is shown for the frequency 16.7 kHz. For a component
or a tone with a higher frequency the response maximum
will lie more to the left, nearer to the stapes; for a lower
frequency it will lie more to the right. Frequency- and place-
dependent properties of the BM and the feedback loop are
responsible for this type of scaling.

With stronger stimulation the cochlea will react in a
nonlinear way. While thesolid line in Fig. 2 shows the
propagation of the 16.7-kHz component of a noise signal
presented at 20 dB per octave, thedashedline shows the
response to a signal at 80 dB~SPL! per octave, transformed
by the same frequency-to-place~f-to-x! transformation. The
response is normalized with respect to the same stapes noise
response at 20 dB~SPL! per octave so that the leftmost part
of the dashed curve lies 60 dB higher than the solid line.
Clearly, the peak of the high-level response is depressed in
size, the bandwidth is increased, and the location of the
maximum has moved to the left. All three effects are well-
known properties of cochlear nonlinearity. In terms of the
model, the nonlinear effects are attributed topartial satura-
tion of the outer hair cells~OHCs!.

For a strong wide band ofnoise, the average amplitude
of vibration of the BM will be about the same for all loca-
tions along the length of the cochlea. Consequently, all
OHCs will be excited to about the same extent, and will be
saturated to about the same degree. The 80-dB response pat-
tern shown by the dashed line in Fig. 2 is associated with
such an even distribution of saturation. For stimulation by a
strong tone the situation is entirely different. In the initial
part of the wave, near the stapes, there will be only little
saturation because the wave amplitude is small. When the
wave is nearing the peak, saturation becomes more and more
pronounced until it reaches a maximum at the response peak.
After the wave has passed the peak, saturation rapidly van-
ishes. The tone response should show a peak of the same
general shape as a noise component when the degrees of
saturation are the same. It should be clear, now, that we have
to modify the formalism that we used to explain noise re-
sponses in order to accommodate tones. To explain noise
responses by our nonlinear model, we used a coefficientg ,
signifying the degree of saturation,g51 for no saturation
andg50 for complete saturation~or absence of OHCs!. See
Part III of this series. The parameterg is independent ofx. In
the case of tone stimulation, we have to replace this by a
functiong(x) of x. The local value ofg(x) reflects thelocal
excitation.

The principal questions we are asking and trying to an-
swer in this paper are:~a! What is the frequency response of
the cochlea measured for tones compared to that for noise?
and ~b! Can the nonlinear model that we used to explain
noise responses be extended~in the way we just indicated! to
account for the data? Finally, there probably will be differ-

ences between the responses to tones and noise. Can we
explain these by the same mechanism?

III. DATA ACQUISITION AND PROCESSING

We collected data on movements of the basilar mem-
brane~BM! in the basal turn of the guinea-pig cochlea with
a laser velocimeter~see Nuttallet al., 1991 and Part I!.4 In
the earlier described experimentsbands of flat-spectrum
pseudorandom noisewere used as acoustical stimuli and the
velocity of the BM at a location tuned to a frequency be-
tween 15 and 18 kHz was measured as a function of time.
One period of the noise signal contains 4096 samples, pre-
sented at the rate of 208 kHz. As a consequence, the fre-
quency components are spaced by 50.78 Hz. Noise-response
data were collected in the form of input–output cross-
correlation functions~ccfs!. For greater accuracy we col-
lected ‘‘composite ccf spectra’’ responses; we this did by
combining sections of ccf spectra measured with flat-
spectrum stimuli of different bandwidths, central frequen-
cies, and intensities in the same animal. The high-frequency
part was measured with a noise signal 1 octave wide, pre-
sented at stimulus levelL. In the lower frequency ranges the
cochlea is~nearly! linear, and filtered noise bands at higher
stimulus levels could be used. See de Boer and Nuttall
~1999! for details. The resulting composite ccf spectrum rep-
resents the response to a noise signal that covers more than 5
octaves, from below 1 kHz to well over 40 kHz. The spectral
level ~in dB SPL per octave! associated with the response is
the level L employed in measuring the highest frequency
band.

Responses totones were gathered with sinusoidal
stimuli. Tone bursts were 380 ms in duration, and had by
default an abrupt onset. Except for extremely strong stimuli
well above the best frequency~BF! the abrupt onset had no
effect on amplitude and phase of the averaged response. We
verified that this was the case. All data, for noise and tone
stimuli, are corrected for the stapes response.5 Tones were
presented in steps of 5 dB. In the processing of responses
data could be interpolated in steps of 1 dB.

As regards inverse solution and resynthesis, the ‘‘styl-
ized’’ three-dimensional model of Part III was used, with the
same parameters. The model equations were solved by the
efficient solution method described by de Boer~1998!. The
inverse solution produces the BM impedance, to be denoted
by ZBM(x,v), where the independent variablex is the longi-
tudinal coordinate of the model andv is constant~made
equal to 2p times the best frequency for low-level signals!.

IV. RESULTS I: THE MEASURED FREQUENCY
RESPONSE

Figure 3 shows a typical result, response amplitudes for
tones and noise, plotted together as functions of frequency,
for experiment 9924. All noise response data are normalized
by the stapes response measured with wideband noise pre-
sented at 50 dB~SPL! per octave. Upper and lower parts of
the figure refer to two values for the noise stimulus level, 50
and 80 dB~SPL! per octave, respectively. Recall that the
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responses have been measured at a cochlear location that has
16.7 kHz as its best frequency for low stimulus levels.

Consider first the lowermost part of the figure; it repre-
sents weak-signal stimulation. Thesolid line shows the am-
plitude of the frequency response for a wideband noise signal
presented at 50 dB~SPL! per octave. Each spectral compo-
nent, when presented alone, would be equivalent to a tone of
approx. 17 dB~SPL!. The data shown are derived from a
‘‘composite-spectrum’’ file as described in Sec. III. For the
solid line the amplitude plotted corresponds to the ratio of
BM velocity to stapes velocity. Thesmall circlesshow the
response to single pure tones presented at 40 dB~SPL!—
weak enough to render the cochlea linear. Forty-one frequen-
cies distributed over two octaves were selected, and pre-
sented one by one. The tone responses are shown scaled as if
each tone were presented at the same level~17 dB SPL! as
one component of the noise stimulus. Outside the peak re-
gion some circles are drawn smaller, denoting that in the tone
measurements the signal-to-noise ratio decreased to below
30 dB. Over the entire frequency range the circles practically
lie on the solid curve, indicating that the cochlea is indeed
reacting in a linear way. For all stimulus levels in the linear
range we can expect the same type of relation between tone
and noise responses. Hence, if we were to plot responses to
20- or 30-dB tones,with appropriate scaling, the circles
would again nearly lie on the continuous line.

The upper sets of curves in Fig. 3 illustrate noise~solid
line! and tone results~circles! for a higher level of the noise
stimulus ~80 dB SPL per octave!. The scaling of the noise
response is the same as before so that in the low-frequency
region the solid curve~noise response! lies 30 dB above the

curve for 50 dB per octave. Three sets of tone-response data
are shown, measured at three stimulus levels, 60, 70, and 80
dB ~SPL!. For each set the tone response is scaled with re-
spect to the stapes response at its own level minus 30 dB so
that the low-frequency part of the graph nearly coincides
with the noise response. This is not so in the peak region,
where the sharpness depends on level. The tone response
measured at 70 dB~SPL! produces the best agreement with
the noise-response curve. Tones at 80 dB~SPL! produce a
response that is too flat, tones at 60 dB~SPL! a response that
is too sharp. For the optimum stimulus level~70 dB SPL! the
frequency selectivity of the cochlea for tones is virtually the
same as for noise. In other words, for that level the effect of
nonlinearity is the same for single pure tones as for compo-
nents of a noise signal.

Other examples of tone-to-noise comparison are shown
by Figs. 4, 5, and 6. The solid lines show the noise re-
sponses, the sets of circles the tone responses. For all figures
the reference level is taken from the noise record with the
lowest level~for this record the amplitude is plotted as the
ratio of BM to stapes velocity!. In these figures three levels
of stimulation are illustrated, one in the linear range and two
high enough to cause appreciable nonlinearity. At the two
higher levels the tone response that produces the best agree-
ment with the noise response has been selected. For optimal
agreement the stimulus level of the higher-level tones has to
be 5 to 10 dB lower than that of the noise per octave. The
four figures also illustrate the variability between experi-
ments.

The results of Figs. 4–6 confirm the conclusion from
Fig. 3: for a specific stimulus level the frequency response
for tones is almost the same as for noise. We do observe
deviations, however, that seem systematic. On the high-

FIG. 3. Comparison of measured responses to tones~circles! and noise
signal components~solid line!. Experiment 9924~amplitudes shown only!.
Data are corrected for the stapes response~see the text!. Two stimulus levels
for the noise signal, 50 and 80 dB SPL per octave. The response to the
stronger noise stimulus is compared with responses to tones presented at
three levels, 60, 70, and 80 dB SPL. The 70-dB response gives the best fit.

FIG. 4. Comparison of measured responses to tones~circles! and noise
signal components~solid line!. Experiment 9922. High-, medium-, and low-
level responses superimposed~amplitudes shown only!. Levels as indicated.
For amplitude scaling see the text.

982 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 E. de Boer and A. L. Nuttall: Tone and noise stimuli



frequency side, the tone responses have a tendency to be a
few dB higher than the noise response. In the way of the
reasoning presented in Sec. II, some systematic deviations
would be expected. When a sinusoidal wave starts to ap-
proach the region of the response peak, it will find a region
with less saturation than with a noise stimulus. The pure tone
may here be amplified somewhat more than a noise compo-
nent of the same frequency and level. Let us call this effect
‘‘ a.’’ When the tone-evoked wave has passed the peak, it
again encounters a region where OHC saturation is less for a

tone than for noise. In that region we may again expect the
tone response to be slightly stronger than a noise component
response, and we will call this effect ‘‘b.’’ Apparently, in
Figs. 3–6 evidence of effect ‘‘b’’ is small but visible, but
effect ‘‘a’’ cannot be seen. Why does this near-equivalence
in frequency response between tones and noise exist? And
why are the expected effects ‘‘a’’ and ‘‘ b’’ so small? To
explain these results it is necessary to go into modeling of
the cochlea in more detail.

V. PROPAGATION OF SINUSOIDAL WAVES IN A
NONLINEAR MODEL

We will apply the same ‘‘locally active’’ model~see Fig.
1! as used in preceding papers of the present series to the
case of tonal stimulation. As stated in the Introduction, the
OHCs are assumed to be nonlinear for strong stimuli as a
result of~partial! saturation. In contrast, the two transforma-
tions H1 and H2 are linear. Both transformations may well be
frequency- and place dependent and thus act as filters. In
Appendix A a number of relevant relations are derived which
will be used in what follows.

In order to develop a method to compute the propagation
of a sinusoidal signal in this nonlinear model, two basic prin-
ciples will be needed. The first one is that in the major part of
the model the degree of distortion will be small so that some
form of approximation method~or variational analysis! can
be applied. For noise stimulation—as studied earlier—
combination tones formed by the multitude of frequency
components are neglected~shown as justified in de Boer,
1997a!. For tone stimulation second- and higher-order har-
monics can be neglected so that for the first harmonic the
model acts as alinear model ~see for further justification
Kanis and de Boer, 1993, 1997!. The second principle is that
the local propagation of a cochlear wave is mainly deter-
mined by thelocal BM impedanceZBM(x,v) and its varia-
tion with x. The ‘‘classical’’ LG or WKB6 solution utilizes
that notion in the computation of waves in complicated co-
chlear models@key papers: Steele and Taber~1979, 1981!,
generalized analyses of two- and three-dimensional models:
de Boer and Viergever~1982, 1984!#.

It is easy to understand that the pressure component
padd(x,v), when divided by the BM velocityvBM(x,v), pro-
duces anadditivecontribution to the basilar-membrane~BM!
impedanceZBM(x,v). In other words, the BM impedance is
intrinsically built up from two components, the second of
which being generated by OHCs, is subject to saturation. In
Part III the effect of saturation was expressed by the effi-
ciency coefficientg that is equal to 1 for weak stimuli and a
viable cochlea, and approaches zero for stronger stimuli or in
the case of cochlear pathology. The two-component concept
of the BM impedance is expressed by Eq.~A8b! of Appendix
A. Application of the two principles of the preceding para-
graph leads to the assumption that, at every locationx, the
BM impedance is composed of two terms but thatfor tone
stimulation the efficiency coefficientg depends onlocal
stimulation and thus is a functiong(x) of x. This is ex-
pressed by the following modification of the aforementioned
equation:

FIG. 5. Comparison of measured responses to tones~circles! and noise
signal components~solid line!. Experiment 9923. Layout as Fig. 4.

FIG. 6. Comparison of measured responses to tones~circles! and noise
signal components~solid line!. Experiment 9920. Layout as Fig. 4.
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ZBM~x,v!5Zpass~x,v!1g~x!Zmact~x,v!. ~1!

The functionZpass(x,v) is derived from the postmortem re-
sponse. The functionZmact(x,v) is found as the difference of
the BM impedances corresponding to~a! a low-level re-
sponse from a viable cochlea and~b! the postmortem re-
sponse. It is repeated that the additivity of the terms in Eq.
~1! stems from the fact that the pressurepadd(x,t) in Fig. 1 is
to beaddedto the local pressurep(x,t). Once we knowg(x)
as a function ofx, and thus the form ofZBM(x,v), propaga-
tion of a pure tone in the~nonlinear! model can be computed
from a linear model.

Let us now briefly recapitulate how the two-component
theory was used in Part III to account for the effect of stimu-
lus level and how individual experiments were handled. That
information is needed in order to develop the method to
compare responses to tones and noise in the present paper.
The stimulus signal in the earlier work was a wide band of
noise. The OHC input signal~deflection of the stereocilia!
was assumed to be proportional tov rms, a ‘‘synthetic’’ rms
value, which served as a kind of normalized BM velocity
amplitude. In the first instancev rms was made proportional to
the stimulus amplitudeA1, but a correction factorC1 was
included to express amplitude compression

v rms5A1C1 . ~2!

Both factors depend on stimulus levelL. For 0-dB stimula-
tion level A1 equals 1, for 20 dB 10, for 40 dB 100, and so
on. The compression factorC1 gradually decreases from 1 to
zero for increasing stimulus level, and is around 0.5 for lev-
els of 80 to 90 dB~Part III, Figs. 7 and 8!. Neither of the two
factors depends onx because for wideband noise the rms BM
velocity is ~approximately! the same at all locations. Each
experiment was characterized by an individual normalization
factorv1 by whichv rms was scaled. According to the EQ-NL
theorem~de Boer, 1997a!, the efficiencyg of OHC transduc-
tion is proportional to the average slope of the transducer’s
transfer function, averaged over the OHC input signal’s ex-
cursions, i.e., averaged over a Gaussian noise signal with
v rms/v1 as its rms value. The nonlinear OHC transduction
function is assumed to be the same for all experiments.
Taken together, these steps were sufficient to computeg as a
function of stimulus levelL for each individual experiment.
It was shown in Part III that for noise responses the model
response resynthesized from the two-component BM imped-
ance agrees well with experimental data, over the entire
range of stimulus levels~L! explored. For different experi-
mentsv1 had to be different, and this was the only parameter
to distinguish one experiment from another.

All this applies to~broadband! noise stimuli. The proce-
dure now needs to be adapted to tones. Instead ofv rms ~valid
for uniformly exciting noise! we will define a synthetic rms
value v tone(x) for tone stimulation, but this is no longer a
constant. It has become a function of locationx. In lieu of
Eq. ~2! we write

v tone~x!5A1C2~x!, ~3!

where the factorA1 is proportional to the signal amplitude,
but now that of the stimulating tone. The factorC2(x) is

normalized in such a way that, when it would be evaluated
for noise stimulation~at the appropriate stimulus level!, and
summed over all contributing frequency components,C2(x)
would be equal toC1. The method for this summation is
detailed in Appendix A. The quotientv tone(x)/v1 is used to
find the effective degree of saturation, in other words, the
value ofg(x). Appendix B gives details of this transforma-
tion ~the result of which is slightly different for tones and
noise signals!.

Thevariationsof C2(x) for tones withx should parallel
the variationsof the ciliary excitation signaldcil(x,v). Ap-
pendix A describes how the signaldcil(x,v) depends on the
BM velocity vBM(x,v). We repeat Eq.~A9!

dcil~x,v!52
Zmact~x,v!

2S0~x!
vBM~x,v!, ~4!

whereS0(x) is a parameter with the character of stiffness. To
conform with response scaling~frequency versus location!,
the parameterS0(x) should be proportional to the square of
the local frequency associated withx. However, in the sum-
mation over frequency componentsS0(x) in Eq. ~4! remains
constant. Relation~4! holds true when the transformationH2

from pOHC(x,t) to padd(x,t) is taken to be unity. It will be
shown further on that in the context of the present paper
elaborations on other choices forH2 are not strictly neces-
sary.

The procedure is now as follows. Start by assuming that
the local tone responsevBM(x,v)—as a function ofx—is
like that for the corresponding component of a noise signal,
presented at an appropriate stimulus level. Computev tone(x)
from vBM(x,v) using Eqs.~4! and ~3!, and deriveg(x) for
all locations x. Finally, generate the BM impedance
ZBM(x,v) from Eq. ~1!, and compute the response of the
model to the tone~do ‘‘resynthesis’’!. The result, again a
function vBM(x,v) of x, will differ somewhat from the ini-
tially assumed response. Computev tone(x) and g(x) again,
and perform a few iterations~as is characteristic of the work
of Kanis and de Boer! until sufficient convergence is ob-
tained. As long asg(x) faithfully represents how the first
harmonic of the signal is compressed, the implied approxi-
mation is accurate. When indeed noise and tone responses
are comparable, using the appropriately chosen noise-derived
function vBM(x,v) in the first step already produces an ac-
ceptable result. For experiments 9920, 9922, 9923, and 9924
that first step produces a tone-response result that is not more
than 5 dB different from the ultimate result.

We found that three steps of iteration are sufficient to
reduce variations to less than 2 dB. We interpret this rapid
convergence as confirming the validity of the model used.
We do not believe that a different ‘‘division of labor’’ be-
tween the two transformationsH1 and H2 would lead to a
materially different result. Therefore, in view of the present
findings there is no need to investigate other choices for the
transformationH2.
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VI. RESULTS II. COCHLEAR PATTERNS FOR TONE
AND NOISE

Figure 7 shows as an example of a result, the amplitude
of the model response to a sinusoidal stimulus compared to
that for a wideband noise signal, both plotted as functions of
locationx. The dashed line shows~as in Fig. 2! the propaga-
tion of a component of the noise signal~80 dB per octave!,
for experiment 9922~the same experiment as was used for
Fig. 4!. The solid line illustrates the solution of the model
equation for a sinusoidal stimulus~presented at 70 dB!. From
the figure it is apparent that the computed tone response is
very close in amplitude to the noise response. A similar
agreement will exist in the frequency domain. A third curve
is present: the dash-dot line, which shows the local effective
OHC efficiencyg(x). This curve has its ordinate scale, going
from zero to 1, on the right. It is seen thatg(x) starts on the
left near 1~corresponding to weak excitation! and decreases
to appreciably lower values in the region of the response
peak.

For the preceding figures the ‘‘high’’ noise levels were
selected as 70 and 90 dB per octave. For the present and later
figures we used 80 dB per octave because that yields a value
for the averageg between 0.6 and 0.8. As can be seen from
Fig. 11~Appendix B!, in this regiong is the most sensitive to
variations in excitation. Hence, this is the best region for
exploring deviations between noise and tone responses. See
the legends to this and the following figures for the values of
g applying to the noise responses.

Figures 8, 9, and 10 show results derived from basic
data for three other experiments. Compare these figures with
Figs. 5, 6, and 3, respectively. Note that for both Figs. 6
~experiment! and 9 ~theory! a smaller level difference be-
tween tone and noise was used than in the other figures.
From all four figures we can draw the same conclusion, but
we also observe that there is a wide variation in the course of

g(x) as a function ofx. In the final section of this paper we
return to this finding.

VII. INTERPRETATION AND CONCLUSION

In this report we have demonstrated that the response of
the cochlea to tones is, to a good approximation, equivalent
to that of components of a noise signal. As a matter of fact,
stimuli of the appropriate levels have to be compared; see
Fig. 3. We found that equivalence in the data and have cor-
roborated it by theory. Briefly: insofar as frequency filtering
~the differential treatment of frequencies! is concerned, the
cochlea is not ‘‘more nonlinear’’ or ‘‘less nonlinear’’ for
tones than for noise. For tone stimulation the signal at the
input of the OHCs is~nearly! sinusoidal. For a noise stimulus

FIG. 7. Propagation of a pure tone~16.6 kHz! in a cochlear model~ampli-
tude shown only!. Noise-response data from experiment 9922. Dashed line:
resynthesized response with uniform gamma~g50.67!, representative for a
single component of a noise signal. Solid line: computed for pure tone.
Dash-dot line: the location-dependent OHC efficiencyg(x), scale~0 to 1!
on the right.

FIG. 8. Propagation of a pure tone~16.9 kHz! in a cochlear model~ampli-
tude shown only!. Noise-response data from experiment 9923. Dashed line:
resynthesized response with uniform gamma (g50.61!, representative for a
single component of a noise signal. Solid line: computed for pure tone.
Dash-dot line: the location-dependent OHC efficiencyg(x), scale~0 to 1!
on the right.

FIG. 9. Propagation of a pure tone~17.1 kHz! in a cochlear model~ampli-
tude shown only!. Noise-response data from experiment 9920. Dashed line:
resynthesized response with uniform gamma (g50.82!, representative for a
single component of a noise signal. Solid line: computed for pure tone.
Dash-dot line: the location-dependent OHC efficiencyg(x), scale~0 to 1!
on the right.
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it is a multicomponent signal. In both cases the degree of
saturation is determined by the~average! rms amplitude of
the total signal at the input to the OHCs. Here lies the root of
the comparison between tone and noise responses. Note that
with the model that we use—in which the efficiency coeffi-
cient g(x) is a function of locationx—the full extent of the
variations of the response with stimulus levelL can now be
explained. This holds for noise as well as for tones. With
respect to frequency filtering of stationary signals, the
cochlea acts almost as an intensity-dependent linear filter.

As described in Sec. IV, we may have expected small
differences in level between noise and tone responses, effects
‘‘ a’’ and ‘‘ b.’’ Effect a is not found in the experimental data,
and appears only as very small in the model results. The
explanation why effecta is so small can be found from the
course of the local efficiency functiong(x). This function is
not only well below 1 in the peak region but also more
basally. Apparently, the domain over which a pure tone
causes saturation~nonlinearity! extends sufficiently far to the
left of the peak region to make the difference between exci-
tation by tones and by noise minimal. In this respect, it may
be expected that variations ing(x) would cause correspond-
ing variations in suppression of high-frequency by low-
frequency tones, upward suppression. Note that in the field
of psychophysics, upward suppression would contribute to
upward spread of masking~increased nonlinearity above a
suppressing tone’s frequency!. It is worthwhile to delve
deeper into this topic.

As regards effectb, we found evidence of it in the data
but detected it also in the low-level data.7 It is not present in
the model results; on the contrary, the theoretical tone re-
sponses seem to have a small negative effectb, even at low
levels. This may indicate an inadequacy of the model. We
should realize that our computation method has been chosen
as the one that corresponds most closely to our insight. It is
a hybrid method, based on one of the principles of the LG or
WKB method, but it does not utilize the concept of the wave

numberk~x! at all. In fact, the actual model computation is
performed not as in the WKB or LG approximation but in
the ‘‘exact’’ way, via solution of a matrix equation. In view
of this we should not pay particular attention to deviations of
1 to 2 dB.

A single, very strong sinusoid will be distorted heavily
~by the OHCs! but the harmonics cannot propagate~their
frequencies are above the local best frequency!. That has
been the main reason why, in computing wave propagation,
we could concentrate on the first harmonic. Whentwo tones
are presented, there will arise a host of distortion products
~DPs! and many of them~intermodulation products! can and
will propagate. With the experience gained by the present
work, the propagation of these DPs can be computed accord-
ing to the same modeling concept. It is in this area where we
might need to investigate the possible influence of the trans-
formationH2, namely, whether or not DPs undergo a second
filtering ~cf. Allen and Fahey, 1993 versus Kanis and de
Boer, 1997!.

In one respect tones, signals consisting of a finite num-
ber of fixed frequency components, and random-noise sig-
nals are similar: all are stationary signals. Our understanding
of how the cochlea processes stationary signals is fairly com-
plete now. It is fornon-stationary~rapidly varying! signals
that we have to extend our repertoire of mathematical opera-
tions in order to formulate and verify a satisfactory theory.
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APPENDIX A: THE INPUT SIGNAL OF OUTER HAIR
CELLS

In this Appendix the effective strength of excitation of
OHCs is computed. The model on which this is based is
briefly described in the Introduction, and illustrated by Fig.
1. Input to the OHCs is the signaldcil(x,t), the deflection of
the OHC stereocilia, and output the pressurepOHC(x,t) de-
veloped in the immediate surroundings of these cells. The
instantaneous nonlinear transduction function of the OHCs is
expressed by

pOHC~x,t !5S0d1F @dcil~x,t !/d1#, ~A1!

whered1 is a scaling factor fordcil(x,t), F(•) is a saturating,
no-memory, nonlinear real function, andS0 is a constant.
The functionF(•) is assumed to be equal to its argument for
very small values of the argument and to remain finite for
extreme values of the argument. Equation~A1! is identical to
Eq. ~B1! of Appendix B in Part III. For very small signals
Eq. ~A1! reads

pOHC~x,t !5S0dcil~x,t ! when udcil~x,t !u!d1 , ~A2!

FIG. 10. Propagation of a pure tone~16.7 kHz! in a cochlear model~am-
plitude shown only!. Noise-response data from experiment 9924. Dashed
line: resynthesized response with uniform gamma (g50.69!, representative
for a single component of a noise signal. Solid line: computed for pure tone.
Dash-dot line: the location-dependent OHC efficiencyg(x), scale~0 to 1!
on the right.
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whereS0 is the only factor relatingpOHC(x,t) to dcil(x,t). It
is assumed thatdcil(x,t) is a linear transform of the BM
velocity vBM(x,t)

dcil~x,t !5@H1
(op)#vBM~x,t !, ~A3!

whereH1
(op) is a linear operator~it includes the integration

operator transforming velocity into displacement! corre-
sponding to the transformationH1 in Fig. 1. The filtering in
H1

(op) will be frequency- and place dependent. In a more
general setting,H1

(op) may operate over a certain range ofx
values—such as in a ‘‘non-classical’’ model~Steeleet al.,
1993; Geisler and Sang, 1995; Fukazawa, 1997; de Boer,
1997b!, but we restrict ourselves here to the simpler case of
a ‘‘classical’’ model whereH1

(op) operates on thelocal veloc-
ity. We will use symbols with timet replaced by radian fre-
quencyv to denote the corresponding variables in the fre-
quency domain and tacitly imply that a Fourier
transformation has taken place. In the frequency domain, Eq.
~A3! is then written as

dcil~x,v!5H1~x,v!vBM~x,v!, ~A4!

where H1(x,v) is the transfer function corresponding to
H1

(op) . Notice that H1
(op) and H1(x,v) do not depend on

stimulus level since the transformationH1 is linear. The re-
lation betweenpOHC(x,t) and the pressurepadd(x,t) near the
BM is expressed in a similar way by

padd~x,t !5@H2
(op)#pOHC~x,t !, ~A5!

with its frequency-domain counterpart

padd~x,v!5H2~x,v!pOHC~x,v!. ~A6!

H2
(op) andH2(x,v) represent the filtering frompOHC(x,t) to

pact(x,t) which, again, is linear. For reasons of simplicity we
assume thatH2

(op) is the unity operator so thatH2(x,v) is
identically equal to 1. This choice means that we consider all
frequency- and place dependence of the feedback loop in
Fig. 1 as concentrated in the transformationH1(x,v). Pos-
sible effects of this restriction would only be expected in the
treatment of distortion products, which is outside the scope
of this paper.

All parameters and variables that are functions of bothx
andv are assumed to ‘‘scale,’’ i.e., any change inv can be
offset by a change inx. This transformation implies a
‘‘cochlear map’’ which, again for reasons of simplicity, is
assumed to be linear fromx to the logarithm ofv. The factor
S0 in Eq. ~A1! has the dimension and the character of stiff-
ness, andS0 is assumed to vary~exponentially! with x but
not to depend onv. Therefore, in what follows it is written
asS0(x).

The pressure componentpadd(x,v), when divided by the
BM velocity vBM(x,v), produces anadditivecontribution to
the basilar-membrane~BM! impedanceZBM(x,v) that we
call Zadd(x,v); it is defined by

Zadd~x,v!5
22padd~x,v!

vBM~x,v!
. ~A7!

The concept of an impedance is relevant in a linear system,
i.e., in the weak-signal case. If we introduceZmact(x,v) for
the maximum value ofZadd(x,v) ~associated with the weak-

est stimuli!, and call the BM impedance without the contri-
bution of the OHCsZpass(x,v), the total BM impedance
ZBM(x,v) in the weak-signal case is equal to the sum of two
components

ZBM~x,v!5Zpass~x,v!1Zmact~x,v!. ~A8a!

In the more general case, where the OHCs partly saturate, the
concept of impedance can be retained for wideband noise
stimulation@the EQ-NL theorem~de Boer, 1997a!#. The term
Zadd(x,v) will then include the real coefficientg so that Eq.
~A8a! changes into

ZBM~x,v!5Zpass~x,v!1gZmact~x,v!. ~A8b!

For very weak signalsg equals 1, and with increasing signal
strength it decreases towards zero; see Part III where this
‘‘two-component theory of the BM impedance’’ is worked
out in detail. The parameterg is the only factor that varies
with stimulus level; the basic parameter functionsZpass(x,v)
and Zmact(x,v) do not depend on stimulus level. Further-
more, for wideband, flat-spectrum noise signalsg does not
depend onv or x.

Returning to the weak-signal case, we can combine Eq.
~A2! with Eqs. ~A6! and ~A7! and arrive at the following
expression for the signaldcil(x,v) at the input to the OHCs:

dcil~x,v!52
Zmact~x,v!

2S0~x!
vBM~x,v!. ~A9!

Although this relation is derived for weak signals it remains
valid for any stimulus level and any stimulus type because
the transformationH1 is linear. The impedanceZmact(x,v)
can be estimated from an experiment with a weaknoise
stimulus and an experiment postmortem@Eq. ~A8a!#. We
would only need an estimate ofS0(x) to know the transfor-
mation ~A9! completely.

For stimulation with anoisesignal all frequency com-
ponents of the noise have to be taken into account. When the
noise signal has components at radian frequenciesv j (2`
, j ,`), Eq. ~A9! must be summed over all frequency com-
ponents of the noise and Fourier transformed to find the time
function dcil(x,t). The variance ofdcil(x,t) is found as the
sum of the intensities of all the components, Eq.~A9! with
v j substituted forv. In the summationS0(x) remains the
same. For this operation we need to scale the impedance
Zmact(x,v) ~which has been determined as a function ofx for
constantv to become a function ofv for constantx. Loca-
tion x is scaled to radian frequencyv according to the in-
verse of the transformation fromv to x; for the impedance a
factor v has to be included.

APPENDIX B: OHC TRANSDUCTION FUNCTION

For a no-memory transducer with transducer function
F(•) and input signalu, the average efficiency coefficientg
of OHC transduction is given by

g5E
2`

`

F 8~u!P~u!du, ~B1!

whereP~u! is the probability density of the signalu, F8(•) is
the derivative ofF(•), which should be a monotonically
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decreasing function of the magnitude of its argument, and
F8(0) is assumed to be equal to 1. Then, for very small
signals the coefficientg is equal to 1. For stronger signalsg
expresses, by its reduction from 1, the average state of satu-
ration in the system.

For stimulation with noise the probability distribution of
dcil(x,t) will be nearly Gaussian. The efficiency coefficient
gG is the average slopeF8(u) of F(u) over the values of
@dcil(x,t)/d1# for a Gaussian distribution

gG5E
2`

`

F8~adcil /d1!Pg~a!da, ~B2!

wherePg~•! stands for the Gaussian probability density func-
tion with unity variance. The normalizing factord1 plays the
same role as in Part III. In Sec. V of the present paper
@dcil(x,t)/d1# is expressed in the ‘‘synthetic’’ forms
@v rms/v1# and@v tone(x)/v1#, for noise and tone, respectively,
and by way of the factorn1 it is adapted to an individual
experiment.

For sinusoidal stimulation the corresponding efficiency
coefficientgS will be equal to the first Fourier component of
the distorted signalF@dcil(x,t)/d1# divided by the original
signal’s amplitude

gS~x!5~2/p!E
0

p

F@ udcil~x!/d1u•sinw#

3sinw dw/u~dcil~x!/d1!u. ~B3!

In Sec. V it is explained how the quotient@dcil(x,t)/d1# is
estimated in the form of@v tone(x)/v1#, again adapted to an
individual experiment.

Our function F(u) is based on the hyperbolic tangent
function used by Kanis and de Boer~1993!. A weighted sum
of two such functions has a two-stage variation of the slope
which corresponds better to the nonlinear odd-order charac-
ter of measured hair-cell transfer functions~cf. Geisler, 1998,
Figs. 8.3 and 8.5!

F~u!5@ tanhw1c tanh~w/c!#/~11c!, ~B4!

where

w5~11c!u/2. ~B5!

The parameterc is a constant which must be nonzero. For
every~nonzero! value ofc the functionF(u) has unity slope
at u50 and it reaches11 for u→` and 21 for u→2`.
For c51 F(u) reduces to a single tanh function. The param-
eterc is taken equal to 0.2. Foru51, F(u) is equal to 0.613.

It is illuminating to comparegG for Gaussian noise with
gS for tones. In Fig. 11 thesolid line showsgG from Eq.
~B2! ~for Gaussian noise! as a function ofudcilu/d1~on a log
scale!. The dashedline illustratesgS from Eq. ~B3! ~for a
tone! but udcilu/d1 is taken as 1.78 times the value on the
abscissa. The two curves are nearly coincident; the differ-
ences are of the order of 2%. Apparently, the two functions
demonstrate very similar behavior of the efficiency coeffi-
cient as a result of OHC saturation. The sinusoidal signal is
about half as effective in reducing the efficiencyg as a noise
signal of the same rms value. This is easily understood from
the shape of the signal distribution function: the waveform of
the sine signal never exceeds the maximum value, whereas
signal values for a noise signal cover a large range outside
the rms value. The ratio of 1.78 and 2.0 amounts to approx.
1 dB and will be neglected.

1In this paper we assume that the transformationH1 is a local one. Equiva-
lently, we assume a classical model~cf. Appendix A and de Boer, 1997b!.

2We have presented pseudorandom noise which has a periodic waveform
and, therefore, analyzes into discrete components. In our case the compo-
nents were separated by 50.78 Hz.

3In comparing responses to tones and noise the effective stimulus levels are
similar, therefore, phase differences will be minimal.

4The present study was consistent with NIH guidelines for humane treat-
ment of animals and was reviewed and approved by the Oregon Health
Sciences Committee on the Use and Care of Animals.

5The stapes response was measured postmortem. We acquired the stapes
response in the form of a cross-correlation function~ccf! for wideband
noise. This stapes ccf can serve to normalize noise as well as tone re-
sponses.

6LG stands for Liouville–Green, WKB for Wentzel, Kramers, and Brillouin.
7One possible influence in the data could be due to efferent effects.
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The neural processes underlying concurrent sound segregation were examined by using
event-related brain potentials. Participants were presented with complex sounds comprised of
multiple harmonics, one of which could be mistuned so that it was no longer an integer multiple of
the fundamental. In separate blocks of trials, short-, middle-, and long-duration sounds were
presented and participants indicated whether they heard one sound~i.e., buzz! or two sounds~i.e.,
buzz plus another sound with a pure-tone quality!. The auditory stimuli were also presented while
participants watched a silent movie in order to evaluate the extent to which the mistuned harmonic
could be automatically detected. The perception of the mistuned harmonic as a separate sound was
associated with a biphasic negative–positive potential that peaked at about 150 and 350 ms after
sound onset, respectively. Long duration sounds also elicited a sustained potential that was greater
in amplitude when the mistuned harmonic was perceptually segregated from the complex sound.
The early negative wave, referred to as the object-related negativity~ORN!, was present during both
active and passive listening, whereas the positive wave and the mistuning-related changes in
sustained potentials were present only when participants attended to the stimuli. These results are
consistent with a two-stage model of auditory scene analysis in which the acoustic wave is
automatically decomposed into perceptual groups that can be identified by higher executive
functions. The ORN and the positive waves were little affected by sound duration, indicating that
concurrent sound segregation depends on transient neural responses elicited by the discrepancy
between the mistuned harmonic and the harmonic frequency expected based on the fundamental
frequency of the incoming stimulus. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1434942#

PACS numbers: 43.64.Qh, 43.64.Ri, 43.66.Lj@LHC#

I. INTRODUCTION

In most everyday situations, there is often more than one
audible sound source at any given moment. Given that the
acoustic components from simultaneously active sources im-
pinge upon the ear at the same time, how does the auditory
system sort which elements of the mixture belong to a par-
ticular source and which originate from a different sound
source?

Psychophysical research has identified several factors
that can help listeners to segregate co-occurring events. For
example, sound components that are harmonically related or
that rise and fall in intensity together usually arise from a
single physical source and tend to be grouped into one per-
ceptual object. Conversely, sounds are more likely to be as-
signed to separate objects~i.e., sources! if they are not har-
monically related and if they differ widely in frequency and
intensity~for a review, see Bregman, 1990; Hartmann, 1988,
1996!. The present study focuses on concurrent sound segre-
gation based on harmonicity.

One way of investigating concurrent sound segregation
based on harmonicity is by means of the mistuned harmonic
experiment. Usually, the listener is presented with two
stimuli sucessively, one of them with perfectly harmonic
components, the other with a mistuned harmonic. The task of

the listener is to indicate which one of the two stimuli con-
tains the mistuned harmonic. Several factors influence the
perception of the mistuned harmonic as a separate tone, in-
cluding degree of inharmonicity, harmonic number, and
sound duration~Hartmann, McAdams, and Smith, 1990; Lin
and Hartmann, 1998; Moore, Peters, and Glasberg, 1985!.

This effect of mistuning on concurrent sound segrega-
tion is consistent with Bregman’s account of auditory scene
analysis~Bregman, 1990!. Within this model, the acoustic
wave is first decomposed into perceptual groups~i.e., ob-
jects! according to Gestalt principles. Partials that are har-
monically related are grouped together into one entity, while
the partial that is sufficiently mistuned stands out as a sepa-
rate object. It has been proposed that the perception of the
mistuned harmonic as a separate object depends on a pattern-
matching process that attempts to adjust a harmonic tem-
plate, defined by a fundamental frequency, to fit the spectral
pattern ~Goldstein, 1978; Hartmann, 1996; Lin and Hart-
mann, 1998!. When a harmonic is mistuned by a sufficient
amount, a discrepancy occurs between the perceived fre-
quency and that expected on the basis of the template. The
purpose of this pattern-matching process could be to signal
to higher auditory centers that more than one auditory object
might be simultaneously present in the environment.

One important question concerns the nature of the mis-
match process that may underlie concurrent sound segrega-a!Electronic mail: calain@rotman-baycrest.on.ca
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tion. For instance, it is unclear whether the mismatch process
is transient in nature or whether it remains present for the
whole duration of the stimulus. Previous behavioral studies
have shown that perception of the mistuned harmonic as a
separate tone improved with increasing sound durations
~e.g., Mooreet al., 1986!. This suggests that perception of
concurrent auditory objects may depend on a continuous
analysis of the stimulus rather than on a transient detection
of inharmonicity.

Event-related brain potentials~ERPs! provide a power-
ful tool for exploring the neural mechanisms underlying con-
current sound segregation. In a series of experiments, Alain,
Arnott, and Picton~2001! measured ERPs to complex sounds
that either had all harmonics in tune or included one mis-
tuned harmonic so that it was no longer an integer multiple
of the fundamental. When individuals reported perceiving
two concurrent auditory objects~i.e., a buzz plus another
sound with a pure-tone quality!, a phasic negative deflection
was observed in the ERP. This negative wave peaked around
180 ms after sound onset and was referred to as the object-
related negativity~ORN! because its amplitude correlated
with perceptual judgment, being greater when participants
reported hearing two distinct perceptual objects. The ORN
was also present even when participants were asked to ignore
the stimuli and read a book of their choice. This suggests that
this component indexes a relatively automatic process that
occurs even when auditory stimuli are not task relevant.

Distinguishing concurrent auditory objects was also as-
sociated with a late positive wave that peaked at about 400
ms following stimulus onset~P400!. Like the ORN, the P400
amplitude correlated with perceptual judgment, being larger
when participants perceived the mistuned harmonic as a
separate tone. However, in contrast with the ORN, this com-
ponent was present only when participants were required to
respond whether they heard one or two auditory stimuli.

The aim of the present study was to further investigate
the nature of the neural processes underlying concurrent
sound segregation using sounds of various durations. In
Alain et al.’s study, it was unclear whether the ORN and
P400 indexed a transient or a sustained process because the
sound duration was always kept constant. Examining the
ORN and P400 for sounds of various duration can give clues
about the processes involved in concurrent sound segrega-
tion. If concurrent sound segregation depends on a transient
process that detects a mismatch between the mistuned har-
monic and the harmonic template, then these ERP compo-
nents should be little affected by sound duration. However, if
concurrent sound segregation depends on the ongoing analy-
sis of the stimulus, then the effect of mistuning on ERPs
should vary with sound duration. Because the stimuli in
Alain et al.’s study were always 400 ms in duration, it was
also difficult to determine the contributions of the offset re-
sponses and the response selection processes to the P400
component. In the present study, participants were presented
with sounds of various durations and were asked to respond
at the end of the sound presentation to reduce contamination
by response processes. If the P400 component received con-
tribution from the offset reponses and/or from the response

processes, then the P400 amplitude should vary as a function
of stimulus duration.

II. METHOD

A. Participants

Thirteen adults provided written informed consent to
participate in the study. The data of three participants were
excluded from further analysis because they showed exten-
sive ocular contaminations or had extreme difficulty in dis-
tinguishing the different stimuli. Four women and six men
form the final sample~aged between 22 and 37 years, mean
age525.764.67 years!. All participants were right-handed
and had pure-tone thresholds within normal limits for fre-
quencies ranging from 250 to 8000 Hz~both ears!.

B. Stimuli and task

All stimuli had a fundamental frequency of 200 Hz. The
tuned stimuli consisted of a complex sound obtained by com-
bining 12 pure tones with equal intensity. In the mistuned
stimuli the third harmonic was shifted either up- or down-
wards by 16% of its original value~696 or 504 Hz instead of
600 Hz!. The intensity level of each sound was 80 dB SPL.
The durations of the sounds were short~100 ms!, medium
~400 ms!, or long ~1000 ms!, including 5-ms rise/fall time.
The sounds were generated digitally with a sampling rate of
50 kHz and presented binaurally through Sennheiser HD 265
headphones. Participants were presented with 18 blocks of
trials. Each block consisted of 130 stimuli of short, medium,
or long duration sounds. Half of the stimuli in each block
were tuned while the other half were mistuned. Tuned and
mistuned stimuli were presented in a random order. The
short, medium, and long duration blocks were presented in a
random order across participants.

Each participant took part in active and passive listening
conditions~nine blocks of trials in each condition!. In the
active listening condition, participants indicated whether
they perceived one tuned sound or two sounds~i.e., a buzz
plus another sound with a pure-tone quality! by pressing one
of two buttons on a response box using the right index and
middle fingers. Participants were asked to withhold their re-
sponse until the end of the sound to reduce motor-related
potentials during sound presentation. The intertrial interval,
i.e., the interval between the participant’s response and the
next trial, was 1000 ms. No feedback was provided after
each response. In the passive condition, participants watched
a silent movie with subtitles and were asked to ignore the
auditory stimuli. In the passive listening condition, the inter-
stimulus interval varied randomly between 800 and 1000 ms.
The order of the active and passive conditions was counter-
balanced across participants.

C. Electrophysiological recording and analysis

The electroencephalogram~EEG! was digitized continu-
ously ~bandpass 0.05–50 Hz; 250-Hz sampling rate! from an
array of 64 electrodes using NeuroScan SynAmps and stored
for offline analysis. Eye movements were monitored with
electrodes placed at the outer canthi and at the superior and
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inferior orbit. During the recording, all electrodes were ref-
erenced to the midline central electrode~i.e., Cz!; for data
analysis they were re-referenced to an average reference and
the electrodeCz was reinstated.

The analysis epoch included 200 ms of prestimulus ac-
tivity and 800, 1000, or 1600 ms of poststimulus activity for
the short, medium, and long duration sounds, respectively.
Trials contaminated by excessive peak-to-peak deflection
~6200 mV! at the channels not adjacent to the eyes were
automatically rejected before averaging. ERPs were then av-
eraged separately for each site, stimulus duration, stimulus
type, and listening condition. ERPs were digitally low-pass
filtered to attenuate frequencies above 15 Hz. For each indi-
vidual average, the ocular artifacts~e.g., blinks, saccades,
and lateral movements! were corrected by means of ocular
source components using the Brain Electrical Source Analy-
sis ~BESA! software~Pictonet al., 2000!.

The ERP waveforms were quantified by computing
mean values in selected latency regions, relative to the mean
amplitude of the 200-ms prestimulus activity. The intervals
chosen for the ORN and P400 mean amplitude were 100–
200 ms and 300–400 ms, respectively. To ease the compari-
son between active and passive listening, the ERPs for cor-
rect and incorrect trials in the active listening condition were
lumped together. Trials with an early response~i.e., response
during sound presentation! were excluded from the analysis.

The effects of sound duration on perceptual judgment
were subjected to a repeated measures within-subject analy-
sis of variance~ANOVA ! with sound duration and stimulus
type as factors. Accuracy was defined as hits minus false
alarms. For the ERP data, the independent variables were
participants’ listening condition~active versus passive!,
sound duration~short, medium, long!, stimulus type~tuned
versus mistuned!, and electrode~Fz, F1, F2, FCz, FC1, FC2,
Cz, C1, and C2!. Scalp topographies using the 61 electrodes
~omitting the periocular electrodes! were statistically ana-
lyzed after scaling the amplitudes to eliminate amplitude dif-
ferences between stimuli and conditions. For each participant
and each condition, the mean voltage measurements were
normalized by subtracting the minimum value from each
data point and dividing by the difference between the maxi-
mum and minimum value from the electrode set~McCarthy
and Wood, 1985!. Whenever appropriate, the degrees of free-
dom were adjusted with the Greenhouse–Geisser epsilon. All
reported probability estimates are based on these reduced
degrees of freedom.

III. RESULTS

A. Behavioral data

Overall, participants were more likely to report hearing
two concurrent stimuli when the complex sound included a
mistuned harmonic. Conversely, they were more likely to
report perceiving one complex sound when the sound com-
ponents were all harmonically related. The main effects of
stimulus type and sound duration on perceptual judgment
were not significant. However, there was a significant inter-
action between sound duration and stimulus type,F(2,18)
55.75, p,0.02 ~Fig. 1!. Analyses of simple main effects

revealed that participants were significantly less likely to re-
port hearing one complex sound when the tuned stimuli in-
creased in duration,F(2,36)55.63,p,0.01. In comparison,
the perception of the mistuned harmonic as a separate tone
was little affected by increasing sound duration,F(2,36)
51.97.

B. Electrophysiological data

Figure 2 shows the group mean ERPs elicited by tuned
and mistuned stimuli as a function of sound duration during
passive and active listening. In both listening conditions,
tuned and mistuned stimuli elicited a clear N1–P2 complex.
At the midline frontocentral site~i.e., FCz!, the N1 and P2
deflections peaked at about 125 and 195 ms after sound on-
set, respectively. Middle and long duration sounds generated
a sustained potential and a small offset response. The N1
amplitude was larger during active than passive listening,
F(1,9)521.48, p,0.001. The effect of sound duration on
the N1 amplitude was not significant nor was the interaction

FIG. 1. Probability of reporting hearing one sound or two sounds as a
function of stimulus duration.

FIG. 2. Group mean event-related brain potentials~ERPs! from the midline
frontocentral site~FCz! as a function of sound duration and harmonicity.
Top: ERPs recorded when individuals were required to decide whether one
sound or two sounds were present~active listening!. Bottom: ERPs recorded
when individuals were asked to watch a movie and to ignore the auditory
stimuli ~passive listening!. The gray rectangle indicates the duration of the
stimulus.
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between sound duration and listening condition. The P2
wave amplitude and latency were not significantly affected
by the listening condition or sound duration.

The ERPs to mistuned stimuli showed a negative dis-
placement compared to those elicited by tuned stimuli. The
effects of mistuning on ERPs can best be illustrated by sub-
tracting ERPs to tuned stimuli from ERPs elicited by mis-
tuned stimuli~Fig. 3!. In the active listening condition, the
difference waves revealed a biphasic negative–positive po-
tential that peaked at about 160 and 360 ms poststimulus.
The negative wave, referred to as the ‘‘object-related nega-
tivity’’ ~ORN!, was maximum at frontocentral sites and in-
verted in polarity at inferior temporal sites. ANOVA with
stimulus type, listening condition, stimulus duration, and
electrode as factors yielded a main effect of stimulus type,
F(1,9)520.54,p,0.001, and a main effect of listening con-
dition, F(1,9)516.48,p,0.01. The interaction between lis-
tening condition and stimulus type was not significant,
F(1,9)53.69,p50.09. A separate ANOVA on ERP data re-
corded during passive listening yielded a main effect of
stimulus type,F(1,9)517.16,p,0.01. This indicates that a
significant ORN was present during passive listening. In both
listening conditions, the ORN amplitude and latency was
little affected by sound duration.

In the active listening condition, the ORN was followed
by a positive wave peaking at 350 ms poststimulus referred
to as the P400. Like the ORN, the P400 was biggest over
frontocentral sites and was inverted in polarity at occipital
and temporal sites~see Figs. 3 and 4!. Complex sounds with
the mistuned harmonic generated greater positivity than
tuned stimuli, F(1,9)57.90, p,0.05. The interaction be-
tween stimulus type and listening condition was significant,
F(1,9)57.32, p,0.05, reflecting greater P400 amplitude
during active than passive listening. A separate ANOVA on
the ERPs recorded during passive listening yielded no main
effect of stimulus type,F(1,9)50.28. Like the ORN, there
was no significant interaction between sound duration and
stimulus type, F(2,18)51.69, p50.214, indicating that
P400 amplitude was not significantly affected by the duration
of the mistuned stimulus.

A visual inspection of the data revealed a positive wave
that peaked at 245 ms following sound onset that was present
during the passive listening. This positive wave peaked ear-
lier than the P400 and was more frontally distributed than the
P400. The positive wave recorded during passive listening
was affected by sound duration,F(2,18)58.99,p,0.01, be-
ing larger for middle than the short or the long duration
sounds~p,0.05, in both cases!.

1. Sustained potentials

Long duration stimuli elicited a large and widespread
sustained potential that was maximum at frontocentral sites.
To take into account the widespread nature of the sustained
response, the effects of mistuning and listening condition on
the sustained potentials were quantified using a larger array
of electrodes~i.e., F1, F2, F3, F4, F5, F6, FC1, FC2, FC5,
FC6, C1, C2, C3, C4, C5, C6!. ANOVA for the 600–
1200-ms interval following sound onset yielded a main effect

FIG. 3. Group mean difference waves between ERPs elicited by harmonic
and inharmonic stimuli during passive and active listening at the midline
frontocentral site~FCz!, the left central parietal site~CP1!, and the left
inferior and posterior temporal site~TP9!. The tick marks indicate 200 ms
for the short and middle duration sounds, and 300 ms for the long duration
sound.

FIG. 4. Contour maps for the N1~120 ms!, ORN ~160 ms!, P400~360 ms!,
and sustained potential~800 ms!. The N1, ORN, and P400 topographies
represent the peak amplitude measurement for the short duration signal~i.e.,
100 ms!. The sustained potential~SP! topography represents the amplitude
measurement for the long duration signal~i.e., 1000 ms!. Shade indicates
negativity, whereas light indicates positivity. For the N1 wave the contour
spacing was set at 0.6mV. For the ORN, P400, and sustained potential the
contour spacing was set at 0.2mV. The negative polarity is illustrated by the
shaded area. The open circle indicates electrode position.
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of listening condition,F(1,9)512.12, p,0.01, reflecting
greater amplitude during active than passive listening~Fig.
3!. The main effect of mistuning was not significant nor was
the interaction between listening condition and mistuning.
However, there was a significant interaction between mistun-
ing and hemisphere,F(1,9)56.34,p,0.05, and a three-way
interaction including listening condition, mistuning, and
hemisphere,F(1,9)59.64,p,0.02. Therefore, the effect of
mistuning on the sustained potential was examined sepa-
rately for the left and right hemispheres. The effect of mis-
tuning on the sustained potential was significant only over
the left hemisphere,F(1,9)57.25; p,0.05 ~Fig. 4!. The in-
teraction between listening condition and mistuning was not
significant for the selected electrodes. However, it was
highly significant for central electrodes near the midline
@e.g., C1 and C3,F(1,9)510.77,p,0.01#.

2. Scalp distribution

Scalp distributions are an important criterion in identi-
fying and distinguishing between ERP components. The as-
sumption is that different scalp distributions indicate differ-
ent spatial configurations of intracranial current sources. In
the present study, we analyzed scalp distributions to examine
whether the observed ERP component generation~i.e., N1,
ORN, P400, sustained potentials! depends on distinct neural
networks.

Figure 4 shows the amplitude distribution for the N1,
ORN, P400, and mistuning-related changes in the sustained
potential. The N1 was largest at frontocentral sites and in-
verted polarity at inferior temporal sites. The ORN amplitude
distribution was not significantly different from that of the
N1 wave. There was no significant difference in N1 and
ORN amplitude distribution elicited by short, medium, and
long duration sounds. In comparison with the N1 and the
ORN, the P400 response was more lateralized over the right
central areas. This difference in topography was present for
short, medium, and long duration sounds,F(60,540).9.50,
p,0.001, in all cases. The N1, ORN, and P400 scalp distri-
butions were not significantly affected by sound durations.
Last, the mistuning-related change in sustained potential was
greater over the left central parietal area than the N1, ORN,
and P400 responses,F(60,540).5.00,p,0.01 in all cases.

IV. DISCUSSION

Participants were more likely to report hearing two dis-
tinct stimuli when the complex sound contained a mistuned
harmonic. This is consistent with previous research~e.g.,
Alain et al., 2001; Hartmannet al., 1990; Moore, Glasberg,
and Peters, 1986!, and shows that frequency periodicity pro-
vides an important cue in parsing co-occurring auditory ob-
jects.

The ability to perceive the mistuned harmonic as a sepa-
rate tone was little affected by increasing sound duration.
Given that the amount of mistuning was well above thresh-
old, it is not surprising that sound duration had little impact
on perceiving the mistuned harmonic as a separate tone.
More surprising was the finding that for tuned stimuli par-
ticipants were more likely to report hearing two auditory

objects when the complex sound was long rather than short.
Because the third harmonic was the only harmonic that was
mistuned in the present study, participants may have realized
that the only changing component was always in the same
frequency region and therefore listened more carefully for
sounds at that particular frequency. It has been shown that
individuals are able to identify a single harmonic in a com-
plex sound if they have previously listened to that harmonic
presented alone~for a review, see Bregman, 1990!. A similar
effect could have taken place in the present study. Partici-
pants could have heard the mistuned partial as a separate
tone and this tone may have primed them to hear, in the
tuned stimuli, the third harmonic which was the most similar
in frequency with the mistuned harmonic. Hence, the rel-
evant figure, which was identified by the attention processes,
was not the whole Gestalt of the complex sound but the
changing third harmonic over different trials.

Two ERP components were associated with the percep-
tion of the mistuned harmonic as a separate tone. The first
one was the ORN, which was maximum at frontocentral sites
and inverted in polarity at inferior parietal and occipital sites.
This amplitude distribution is consistent with generators in
auditory cortices along the Sylvian fissure. Like participants’
perception of the mistuned harmonic as a separate tone, the
ORN amplitude and latency were little affected by increasing
sound duration. This suggests that concurrent sound segrega-
tion depends on a transient neural response triggered by the
automatic detection of inharmonicity. As previously sug-
gested by Alainet al., the ORN may index an automatic
mismatch detection process between the mistuned harmonic
and the harmonic frequency expected based upon the har-
monic template extrapolated from the incoming stimulus.

Mistuned stimuli generated a significant ORN even
when participants were not actively attending to the stimuli.
In addition, the ORN amplitude was similar in both active
and passive listening conditions. These findings replicate
those of Alainet al. ~2001!, and are consistent with the pro-
posal that this component indexes a relatively automatic pro-
cess. The results are also consistent with the proposal that the
ORN indexes primarily bottom-up processes and that con-
current sound segregation may occur independently of listen-
er’s attention. However, the role of attention in detecting a
mistuned harmonic will require further empirical research. In
the present study, listeners’ attention may have wandered to
the auditory stimuli while they watched the subtitled movie,
thereby contributing to the ORN recorded during passive lis-
tening.

The ORN presents some similarities in latency and am-
plitude distribution with another ERP component called the
mismatch negativity, or MMN. The MMN is elicited by the
occurrence of rare deviant sounds embedded in a sequence of
homogeneous standard stimuli. Like the ORN, the MMN has
a frontocentral distribution and its latency peaks at about 150
ms after the onset of deviation. Both ORN and MMN can be
recorded while listeners are reading or watching a video and
therefore are thought to index bottom-up processing of audi-
tory scene analysis. A crucial difference between the two
components is that while the MMN generation is highly sen-
sitive to the perceptual context, the ORN generation is not.
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That is, the MMN is elicitedonly by rare deviant stimuli,
whereas the ORN is elicited by mistuned stimuli whether
they are presented occasionally or frequently~Alain et al.,
2001!. Thus, the MMN reflects a mismatch between the in-
coming auditory stimulus and what is expected based on the
previously occurring stimuli, whereas the ORN indexes a
discrepancy between the mistuned harmonic and the har-
monic template that is presumably extrapolated from the in-
coming stimulus. As mentioned earlier, scalp distributions
and dipole source modeling are important criteria in identi-
fying and distinguishing between ERP components. Thus,
further research comparing the scalp distributions of the
ORN and MMN may provide evidence that these two ERP
components index different processes and recruit distinct
neural networks.

The second component associated with concurrent
sound segregation was the P400, which was present only
when participants were asked to make a response. The P400
has a more lateralized and widespread distribution than the
N1 or the ORN and seems to be more related to perceptual
decisions. Given that participants indicated their response af-
ter the sound was presented, the P400 generation cannot be
easily accounted for by motor processes. The P400 may in-
dex the perception and recognition of the mistuned harmonic
as a separate object, distinct from the complex sound. As
with the ORN, the P400 amplitude was little affected by
sound duration, although the P400 tended to be smaller for
long than middle or short duration stimuli. This result sug-
gests that for shorter and intermediate duration sounds, the
P400 amplitude may be partly superimposed by the offset
response elicited by the end of the stimulus.

Long duration sounds generated a sustained potential,
which was larger during active than passive listening. This
enhanced amplitude may reflect additional attentional re-
sources dedicated to the analysis of the complex sounds.
Within the active listening condition, the perception of the
mistuned harmonic as a separate sound generated greater
sustained potential amplitude than sounds that were per-
ceived as a single object. This suggests that concurrent sound
segregation can involve both transient and sustained neural
events when individuals are required to pay attention to the
auditory scene. The role of the transient neural event may be
to signal to higher auditory centers that more than one sound
source is present in the mixture. In comparison, the enhanced
sustained potential for mistuned stimuli may reflect an ongo-
ing analysis of both sound sources for an eventual response,
context updating, or a second evaluation of the mistuned
harmonic. Interestingly, the mistuning-related changes in the
sustained potential were lateralized to the left hemisphere
and could partly reflect motor-preparation processes because
participants were required to indicate their response with
their right hand. However, this cannot easily account for the
differences between tuned and mistuned stimuli because both
stimuli required a response from the right hand, unless the
differences in sustained potentials between tuned and mis-
tuned stimuli reflect the activation of different motor pro-
grams. It is also possible that the enhanced sustained poten-
tial to mistuned stimuli reflects enhanced processing
allocated to the mistuned harmonic. Perhaps there is an ad-

ditional and ongoing analysis of the sound quality when one
partial stands out from the complex as a separate object.

V. CONCLUSION

In summary, the perception of concurrent auditory ob-
jects is associated with two neural events that peak, respec-
tively, at about 160 and 360 ms poststimulus. The scalp dis-
tribution is consistent with generators in auditory cortices,
reinforcing the role of primary and secondary auditory cortex
in scene analysis. Although it cannot be excluded that con-
current sound segregation may have taken place at some
stage along the auditory pathway before auditory cortices,
the perception of the mistuned harmonic as a separate sound
does involve primary and secondary auditory cortices.

The ORN was little affected by sound duration and was
present even when participants were asked to ignore the
stimuli. We propose that this component indexes a transient
and automatic mismatch process between the harmonic tem-
plate extrapolated from the incoming stimulus and the har-
monic frequency expected based upon the fundamental of
the complex sound. As with the ORN, the P400 was little
affected by sound duration. However, the P400 is present
only when individuals are required to discriminate between
tuned and mistuned stimuli, suggesting that the P400 genera-
tion depends on controlled processes responsible for the
identification of the stimuli and the generation of the appro-
priate response. Last, the perception of the mistuned har-
monic generated larger sustained potentials than the percep-
tion of tuned stimuli. The effect of mistuning on the
sustained potential was present only during active listening,
suggesting that attention to complex auditory scenes recruits
both transient and sustained processes but that scene analysis
of sounds presented outside the focus of attention may de-
pend primarily on transient neural events.
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The relation between auditory filters estimated from psychophysical methods and peripheral tuning
was evaluated using a computational auditory-nerve~AN! model that included many of the response
properties associated with nonlinear cochlear tuning. The phenomenological AN model included the
effects of dynamic level-dependent tuning, compression, and suppression on the responses of high-,
medium-, and low-spontaneous-rate AN fibers. Signal detection theory was used to evaluate
psychophysical performance limits imposed by the random nature of AN discharges and by
random-noise stimuli. The power-spectrum model of masking was used to estimate psychophysical
auditory filters from predicted AN-model detection thresholds for a tone signal in fixed-level
notched-noise maskers. Results demonstrate that the role of suppression in broadening peripheral
tuning in response to the noise masker has implications for the interpretation of psychophysical
auditory-filter estimates. Specifically, the estimated psychophysical auditory-filter equivalent-
rectangular bandwidths~ERBs! that were derived from the nonlinear AN model with suppression
always overestimated the ERBs of the low-level peripheral model filters. Further, this effect was
larger for an 8-kHz signal than for a 2-kHz signal, suggesting a potential characteristic-frequency
~CF! dependent bias in psychophysical estimates of auditory filters due to the increase in strength of
cochlear nonlinearity with increases in CF. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1436071#

PACS numbers: 43.66.Ba, 43.64.Bt, 43.66.Dc@MRL#

I. INTRODUCTION

The ability of the auditory system to partially resolve
frequency components in a complex stimulus has been
widely used as the basis for many fundamental theories of
auditory perception~e.g., von Helmholtz, 1863; Fletcher,
1940, 1953!. Thus, much effort has gone into developing
psychophysical techniques for the measurement of auditory
frequency selectivity. Fletcher~1940! observed that the de-
tection threshold for a tone in bandlimited noise increases as
the bandwidth of the noise increases up to acritical band-
width, beyond which detection threshold is roughly constant.
This observation led to the concept of the psychophysical
auditory filter, which forms the basis for many modern psy-
chophysical methods for estimating auditory tuning~for a
review see Moore, 1995a!.

Most psychophysical methods for measuring auditory
frequency selectivity are based on the power-spectrum model
of masking, which assumes that performance for tone-in-

noise detection is constant when the long-term signal-to-
noise power ratio is constant at the output of a linear filter
centered at~or close to! the frequency of the tone~Moore,
1995a!. Fletcher~1940! noted that the auditory-filter band-
width could be estimated as the ratio of the signal power at
masked threshold to the power-spectral density of a broad-
band noise, now referred to as the critical ratio~Moore,
1995a!, if it were assumed that threshold corresponded to a
signal-to-noise ratio of 0 dB at the output of the auditory
filter. Auditory-filter bandwidths have also been estimated
from Fletcher’s band-widening experiment as the noise
bandwidth~critical band! beyond which detection thresholds
are constant, based on the assumption of rectangular filters.
Psychophysical tuning curves have been derived by measur-
ing the level of a variable-frequency tone or narrow-band
masker that is required to just mask a low-level tone signal at
the frequency of interest~e.g., Moore, 1978; Vogten, 1978!.
Despite the relative simplicity of these methods, the use of
notched-noise maskers to estimate auditory-filter shapes has
proven to be a much more reliable psychophysical method
~Moore, 1995a!. In the notched-noise method, detection
thresholds are measured for a tone in the presence of two
bandlimited noise maskers that are above and below the tone
frequency ~Patterson, 1976; Glasberg and Moore, 1990,
2000; Rosenet al., 1998!. Detection threshold is measured as
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b!Current address: Department of Bioengineering and Neuroscience, Insti-
tute for Sensory Research, 621 Skytop Road, Syracuse University, Syra-
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a function of the separation between the two noise bands
~i.e., the notch width!, and the power-spectrum model is used
to derive an auditory-filter shape that accounts for the rate of
threshold decrease as notch width is increased. Asymmetric
notches are often used to derive the upper and lower sides of
the auditory filter separately, and thus allow estimates of
auditory-filter asymmetry to be made. While the notched-
noise method provides estimates of auditory filters that are
successful in predicting detection performance in a variety of
masking conditions~e.g., Derleth and Dau, 2000!, a funda-
mental question is whether the frequency selectivity mea-
sured psychophysically is primarily determined by peripheral
tuning.

Glasberg and Moore~1990! derived equations that de-
scribe the variation in psychophysical estimates of auditory-
filter equivalent-rectangular bandwidths~ERBs! with charac-
teristic frequency~CF! and with masker level. The variation
in auditory-filter ERB with CF was consistent with the idea
that a psychophysical ERB represents a constant distance
along the basilar membrane~Greenwood, 1961!. The varia-
tion in psychophysical estimates of auditory filters with
stimulus level was consistent with the well-established result
that cochlear tuning broadens with increases in stimulus
level ~e.g., Patuzzi and Robertson, 1988; Ruggeroet al.,
1997!. In addition, psychophysical estimates of auditory fil-
ters were typically broader for hearing-impaired listeners
than for normal-hearing listeners~Glasberg and Moore,
1986; Moore, 1995b; Mooreet al., 1999b!, consistent with
the loss of sharp frequency tuning in basilar-membrane and
auditory-nerve~AN! responses of damaged cochleae~Patuzzi
et al., 1989; Ruggero and Rich, 1991; Liberman and Dodds,
1984!. Mooreet al. ~1999b! have shown that psychophysical
estimates of auditory-filter ERB from the notched-noise
method are correlated with several other psychophysical
measures assumed to be related to cochlear nonlinearity.
Thus, it appears that psychophysical estimates of frequency
selectivity from the notched-noise method are closely related
to peripheral tuning in humans. Consistent with this conclu-
sion, Evanset al. ~1992! found a high degree of correspon-
dence between psychophysical and physiological ERBs both
measured in guinea pigs.

In spite of this general agreement about the importance
of psychophysical auditory filters, there is continued debate
about the proper method for psychophysically estimating
auditory-filter shapes as a function of level~Lutfi and Patter-
son, 1984; Moore and Glasberg, 1987; Glasberg and Moore,
1990, 2000; Rosen and Baker, 1994; Moore, 1995a; see
Rosenet al., 1998 for a review!. This debate has focused on
which aspect of the stimulus, signal or masker level, controls
the auditory filter shape. Moore~1995a! has proposed
masker level per ERB as the controlling variable, rather than
overall masker level or spectrum level. Rosen and Baker
~1994! and Rosenet al. ~1998! argued that deriving auditory
filters across a range of fixed noise spectrum levels~e.g.,
Glasberg and Moore, 1990! is only appropriate if the level
dependence of the auditory filter is determined by the noise
spectrum level. If auditory filters were to vary with signal
level rather than masker level, then the auditory filter would
vary across notch widths because the signal level decreases

as notch width is increased, and the psychophysically esti-
mated auditory filter would represent an average auditory
filter across a range of signal levels. Rosenet al. ~1998! have
shown that notched-noise detection data across a wide range
of levels were fitted better by the power-spectrum model
when the auditory filter was assumed to depend on the signal
level rather than on the masker level. Glasberg and Moore
~2000!, who used uniformly exciting noise that was designed
to provide equal excitation for each psychophysical ERB,
also concluded that models in which the signal level was
assumed to control auditory-filter shape were better able to
predict the detection data. Despite the debate over whether
the signal or masker level controls auditory-filter shape,
methods based on both views result in nonlinear changes in
auditory-filter shapes that qualitatively match nonlinear
trends in physiologically measured tuning. While the debate
has focused on assumptions about which aspects of the
stimulus control nonlinear tuning, a direct comparison be-
tween psychophysical measures of frequency selectivity and
physiological measures of nonlinear peripheral tuning has
not been made in the same subject.

The present study uses a computational AN model to
relate peripheral tuning to estimates of frequency selectivity
from psychophysical methods. This phenomenological AN
model provides a useful description of nonlinear peripheral
tuning ~Heinz et al., 2001c; see also Zhanget al., 2001! and
is used to evaluate how different nonlinear AN properties
affect psychophysical methods for estimating auditory filters.

Many of the observed nonlinear AN response properties
appear to result from a single physiologically vulnerable
mechanism that controls peripheral tuning~Sachs and Abbas,
1974; Sewell, 1984; Patuzziet al., 1989; Ruggero and Rich,
1991; Ruggeroet al., 1992; see the review by Ruggero,
1992!. This mechanism is widely believed to be related to
outer-hair-cell~OHC! electromotility; however, the underly-
ing biophysical basis for the role of the OHCs in this mecha-
nism is still unknown~Allen, 2001!. The most prevalent
view is that the OHCs provide the high sensitivity and sharp
tuning that characterize normal hearing through an active
process, often referred to as thecochlear amplifier, which
enhances the vibration of the basilar membrane in response
to low-level sounds~e.g., Yates, 1995; Moore, 1995b!. The
results from the present study do not depend on the biophysi-
cal basis for the underlying mechanism; rather, they depend
only on the idea that a single physiologically vulnerable
mechanism produces many of the nonlinear peripheral re-
sponse properties that have been described. Basilar-
membrane tuning has been shown to broaden with increases
in level and to demonstrate associated compressive magni-
tude responses and nonlinear phase responses near CF~Rug-
gero et al., 1997!. These three nonlinear properties are re-
lated in terms of a filter gain/bandwidth trade-off, i.e., the
peripheral filter gain at CF decreases as the bandwidth in-
creases with increases in stimulus level. The nonlinear phase
shifts correspond to the peripheral-filter phase-versus-
frequency response becoming shallower as level increases,
and have also been observed in inner-hair-cell~IHC! re-
sponses~Cheatham and Dallos, 1998! and AN responses
~Andersonet al., 1971!. Recioet al. ~1998! have shown that
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the dynamics of cochlear compression are extremely fast,
with a time constant on the order of 200ms.

Two-tone suppression, another response property of the
auditory periphery associated with nonlinear cochlear tuning,
refers to suppression of basilar-membrane and AN responses
to CF tones by an off-CF tone~Sachs and Kiang, 1968; Del-
gutte, 1990b; Ruggeroet al., 1992!. Delgutte~1990a! dem-
onstrated that AN suppression plays an important role in the
masking of signals by off-frequency stimuli, a finding that
has been supported by related psychophysical experiments
~Oxenham and Plack, 1998!. Suppression has been hypoth-
esized to play a role in psychophysical estimates of auditory
tuning based on the common finding that psychophysical es-
timates of frequency selectivity are sharper when using non-
simultaneous masking than when using simultaneous mask-
ing ~e.g., Houtgast, 1977; Moore, 1978; Moore and Glasberg,
1981, 1982, 1986; Moore and O’Loughlin, 1986; Moore
et al., 1987!. The role of suppression is often discussed in
terms of how the reduction in signal response due to the
off-frequency masker may affect psychophysical estimates of
auditory tuning. However, Moore and O’Loughlin~1986! ar-
gue that this simple-attenuation view is not as well justified
as a distributed-attenuation view, which is supported by both
psychophysical~e.g., Moore and Glasberg, 1982! and physi-
ological ~Pickles, 1984! studies. A direct measure of the ef-
fect of off-frequency noise on the underlying peripheral tun-
ing was reported by Kiang and Moxon~1974!, who showed
that the tuning curves of high-CF AN fibers became broader
and CF-tone thresholds were raised when a near-threshold,
low-frequency masking noise band was presented simulta-
neously with the tone. The phenomenological AN model
used in the present study~Heinzet al., 2001c; see also Zhang
et al., 2001! represents suppression as the ability of off-
frequency energy to reduce the excitatory-filter gain at CF
and thus to broaden peripheral tuning.

Thus, consideration of the peripheral response properties
associated with nonlinear cochlear tuning suggests that psy-
chophysical methods would have difficulty in directly esti-
mating AN-fiber frequency selectivity. This does not neces-
sarily pose a problem for psychophysical studies that aim to
characterize behavioral frequency selectivity without regard
for the underlying mechanisms. However, this issue is im-
portant for interpreting changes in psychophysical estimates
of frequency selectivity as a function of level or cochlear
state, as well as for modeling studies that use human psycho-
physical data to specify peripheral tuning.

The present study relates many of the response proper-
ties associated with nonlinear cochlear tuning to estimates of
psychophysical auditory filters by combining a phenomeno-
logical AN model with signal detection theory~SDT!. Pe-
ripheral tuning~as specified in the AN model! can be directly
compared to estimates of psychophysical auditory filters
based on SDT analysis of AN-model population discharge
patterns. Previous studies have used SDT with analytical
AN-population models to quantify psychophysical perfor-
mance limits based on the stochastic nature of AN discharge
patterns~e.g., Siebert, 1968, 1970; Colburn, 1973, 1981;
Delgutte, 1987; Heinzet al., 2001b!. A benefit of this ap-
proach is that the AN forms a bottleneck in the information

pathway from the periphery to the brain, and thus the effects
of peripheral response properties can be characterized based
on the total information that is available to the central ner-
vous system for the psychophysical task. A second benefit of
considering AN information is that the effects of several sig-
nificant peripheral transformations~between the basilar
membrane and AN! are included, e.g., that AN information is
encoded by intrinsically random all-or-none action potentials
that have a spontaneous rate, and that the driven rate of AN
fibers typically saturates about 30–40 dB above threshold.
Heinz et al. ~2001b! used this approach to demonstrate that
compressive magnitude responses and nonlinear phase re-
sponses associated with nonlinear cochlear tuning are signifi-
cant for the encoding of sound level based on responses of a
narrow range of CFs; however, their analytical AN model
was limited to pure-tone stimuli, and several extensions of
this approach were necessary to evaluate detection in random
notched-noise maskers in the present study. Heinzet al.
~2001a! demonstrated the use of computational AN models
with this SDT approach, and a theoretical extension of the
SDT analysis was developed to quantify the influence of ran-
dom stimulus variation~in addition to AN variability! on
psychophysical performance~Heinz, 2000!.

In the present study, psychophysical auditory filters were
estimated from the AN model using the notched-noise
method by predicting psychophysical detection thresholds
based on the information available in the population dis-
charge patterns of AN-model fibers. Two specific questions
were addressed:~1! How closely are estimates of psycho-
physical auditory filters related to peripheral tuning, given
that psychophysical detection is based on a population of
30 000 AN fibers that have a wide range of CFs, different
spontaneous rates~SRs!, and different thresholds~Liberman,
1978!? ~2! How do AN response properties associated with
nonlinear cochlear tuning influence estimates of psycho-
physical auditory filters? Notched-noise maskers with a fixed
spectrum level~as in Glasberg and Moore, 1990! were used
in order to present the most straightforward demonstration of
the expected effects of nonlinear AN properties on estimates
of psychophysical auditory filters. Four versions of the com-
putational AN model were used to demonstrate the separate
contributions of compression and suppression to the esti-
mates of psychophysical auditory filters.

II. METHODS

A. Computational auditory-nerve model

Zhang et al. ~2001! developed a phenomenological
model for cat AN responses. This model has a single nonlin-
ear mechanism that accounts for many nonlinear AN re-
sponse properties, including the on- and off-frequency con-
trol of peripheral tuning, i.e., compression and suppression.
Heinz et al. ~2001c! modified the original model in several
ways to make it more appropriate for evaluating human psy-
chophysical performance. These modifications included a de-
scription of human tuning, implementation of three SR
groups ~Liberman, 1978!, and several implementations of
peripheral-tuning control to allow the separate effects of
compression and suppression to be evaluated. The AN model
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used in the present study was identical~including all param-
eter values! to the Heinzet al. ~2001c! model. The model
properties that are relevant to the current study are described
below, while the details of the model implementation are
described elsewhere~Heinz et al., 2001c; Zhanget al.,
2001!.

The AN model has a signal path that consists of a non-
linear, third-order narrow-band filter followed by a broader
linear, first-order filter and an IHC/synapse module that pro-
duces the time-varying discharge rater (t) for a given CF.
The bandwidth and gain of the nonlinear signal-path filter are
varied according to the output of a control path, which con-
sists of a nonlinear wideband filter followed by an OHC
module. As the level of the stimulus energy that passes
through the control-path filter increases, the bandwidth of the
nonlinear signal-path filter is increased and the filter gain at
CF is reduced, representing the reduction in cochlear gain at
CF as stimulus level is increased above roughly 20 dB SPL
~Ruggeroet al. 1997!. This single control mechanism in the
AN model produces nonlinear tuning with both compression
and suppression. Compression represents the reduction in co-
chlear gain at CF as the level of the stimulus near CF is
increased~Ruggeroet al., 1997!. Suppression represents the
ability of off-CF energy to reduce the cochlear gain at CF
~Ruggero, 1992!. Stimulus energy that passes through the
wideband control-path filter but not the narrow-band excita-
tory filter causes suppression~e.g., Geisler and Sinex, 1980!.
The wideband control-path filter was centered slightly higher
in frequency than the signal-path filter~a basal shift of 1.2
mm along the basilar membrane; Heinzet al., 2001c; see
Zhanget al., 2001 for details!. The size of the basal shift and
the bandwidth of the control-path filter were chosen to match
AN two-tone suppression tuning curves from the literature
~e.g., Sachs and Kiang, 1968; Delgutte, 1990b!. The dynam-
ics of the AN-model control path are extremely fast, with the
ability of the control signal to follow cycle-by-cycle fluctua-
tions in the stimulus determined by an 800-Hz low-pass filter
in the OHC module. The fast dynamics in the model control
path are consistent with the 200-ms basilar-membrane com-
pression time constant reported by Recioet al. ~1998! and
the nearly instantaneous effects of two-tone suppression
~e.g., Arthuret al., 1971!.

The low-level tuning of the nonlinear AN model was set
based on low-level psychophysical estimates of human audi-
tory tuning ~Glasberg and Moore, 1990!. The ERBs of the
nonlinear signal-path filters at low levels were set to be 1.2
times smaller than the standard midlevel psychophysical es-
timates of auditory-filter ERBs described by Glasberg and
Moore ~1990! as a function of CF, a factor that is roughly
consistent with their more complicated level-dependent
equation for auditory-filter ERB~see Heinzet al. 2001c for
details!. High-level tuning in the AN model is broadened
because the cochlear gain at CF is reduced as stimulus level
increases, i.e., due to the filter gain/bandwidth trade-off. The
maximal reduction in cochlear gain at CF across level~often
referred to as the cochlear-amplifier gain!, ranges from 20 dB
at and below 500 Hz to roughly 55 dB at and above 8 kHz,
which is consistent with basilar-membrane data from the
chinchilla basal and apical turns~Ruggeroet al., 1997; Coo-

per and Rhode, 1997! and with human psychophysical data
~Hicks and Bacon, 1999; Glasberg and Moore, 2000!. The
bandwidth of the linear, first-order filter in the signal path
equaled the time-averaged bandwidth of the nonlinear signal-
path filter at high levels, i.e., with full reduction of the co-
chlear gain~Heinz et al., 2001c; Zhanget al., 2001!. The
effective ERB of the total signal-path filter at low levels was
calculated computationally to be about 20% larger than the
low-level ERB of the nonlinear signal-path filter for a 2-kHz
CF, and about 25% larger for an 8-kHz CF.

Predictions from four versions of the AN model~Fig. 1!
are compared to evaluate the role of several response prop-
erties associated with nonlinear cochlear tuning, including
compression and suppression~Heinz et al., 2001c!. ~1! The
nonlinear with compression and suppressionAN model is
the standard version of the model with a level-dependent
broad control-path filter@Fig. 1~A!#. ~2! The nonlinear with
compression and without suppressionAN model controls the
level-dependent gain and bandwidth of the signal-path filter
by the stimulus energy within a narrow-band control-path
filter that has the same level-dependent bandwidth and center
frequency as the nonlinear signal-path filter@Fig. 1~B!#. The
nonlinear models~#1 and 2! differ from one another in the
spectral content of the stimulus that controls the level-
dependent tuning.~3! The linear-sharp version of the AN
model has low thresholds and linear signal-path filters with
bandwidths set to the low-level tuning in the nonlinear AN
model@Fig. 1~C!#. ~4! The linear-broad, impairedversion of
the AN model has high thresholds and linear filters with
broad bandwidths that match the time-averaged high-level
tuning in the nonlinear AN model@Fig. 1~D!#; this model
represents an impaired cochlea in which the cochlear-
amplifier mechanism is absent~e.g., total OHC loss!. Loss of
the cochlear-amplifier gain, which increases as a function of
CF ~as discussed above!, produces a sloping high-frequency
hearing loss for this version of the AN model~Heinz et al.,
2001c!.

Each version of the AN model was used to generate a
population response for each of the three SR groups de-
scribed by Liberman~1978!. All AN fibers within an SR
group had the same SR, threshold, and dynamic range for a
CF-tone response~Heinzet al., 2001c!. Spontaneous rates of

FIG. 1. Four versions of the phenomenological auditory-nerve model used
to isolate the effects of compression and suppression on tuning. Only the
section of the model that includes the peripheral tuning is illustrated; it
includes the signal path~in A, B, C, D; only the initial third-order signal-
path filter is shown; see the text! and the control path~in A, B; filled squares
and ovals represent control-path modules that are the same in both nonlinear
model versions!. The curved arrows in A and B indicate that the filters
fluctuate with level. A: Thenonlinear with compression and suppression
model version has a broad control-path filter. B: Thenonlinear with com-
pression and without suppressionmodel has a narrow control-path filter. C:
The linear-sharpmodel has sharp tuning and high gain at all stimulus levels,
consistent with models A and B at low levels. D: Thelinear-broad, impaired
model has broad tuning and low gain, consistent with the average tuning in
models A and B at high stimulus levels.
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60, 5, and 1 spikes/s were used for the high-, medium-, and
low-SR populations, respectively. The physiological thresh-
olds for high-SR fibers were chosen for simplicity to be near
0 dB SPL at all CFs, i.e., no external- or middle-ear filtering
was included in this AN model. The lowest physiological
thresholds observed in cat AN fibers are roughly 0 dB SPL
and are found for high-SR fibers~Liberman, 1978; Miller
et al., 1997!. Auditory-nerve thresholds were inversely re-
lated to SR in the model~Liberman, 1978!. The elevated
thresholds for low-SR fibers~;20 dB above the high-SR
class! resulted in wide dynamic ranges for the low-SR fibers
due to the compression in the signal-path filter response~Sa-
chs and Abbas, 1974!. The increased amount of compression
at high CFs resulted in ‘‘straight’’ rate-level curves for
high-CF low-SR fibers and ‘‘sloping saturation’’ rate-level
curves at low CFs, consistent with the lack of straight rate-
level curves observed for CFs below 1.5 kHz in guinea pigs
~Winter and Palmer, 1991!.

Sixty model CFs ranging from 200 Hz to 20 kHz were
used to simulate the AN population response and were uni-
formly spaced in location according to a human cochlear
map ~Greenwood, 1990; as in Heinzet al., 2001a!.1 This
spacing of fiber CFs corresponded to roughly a 0.5-mm sepa-
ration on the basilar membrane and is estimated to be about
one-half of a human psychophysical ERB~Glasberg and
Moore, 1990!. The tone frequency was always chosen to be
equal to one of the model CFs~e.g., the closest model CFs to
the 2- and 8-kHz conditions used in the present study were
1927 and 8079 Hz, respectively, based on the roughly log-
spaced cochlear map!. Populations of high-, medium-, and
low-SR fibers were simulated by assuming that 200 high-SR,
75 medium-SR, and 50 low-SR fibers were represented by
each model CF. This represents all AN fibers within the fre-
quency range from 200 Hz to 20 kHz@based on a total popu-
lation of 30 000 AN fibers from 20 Hz to 20 kHz in human
~Rasmussen, 1940; Heinzet al., 2001a!#, and is consistent
with the 61%, 23%, and 16% distributions for high-SR,
medium-SR, and low-SR fibers reported by Liberman
~1978!. All AN fibers were assumed to have independent
Poisson discharge-generating mechanisms. Thus, the model
AN-fiber responses were treated as conditionally indepen-
dent stochastic point processes given the stimulus~Heinz
et al., 2001a!; however, there were correlations across AN-
fiber responses due to random stimulus fluctuations associ-
ated with the noise maskers~see below!.

B. Signal detection theory

Heinz et al. ~2001a! used SDT analysis with computa-
tional AN models to predict psychophysical performance
limits based on the intrinsic variability in AN-discharge re-
sponses; however, this analysis was limited to deterministic
stimuli. For masking studies with random-noise maskers, the
effects of random stimulus fluctuations on the variability of
AN responses must also be taken into account. The present
study used the SDT analysis developed by Heinz~2000! to
quantify detection performance limits due to random varia-
tions in the notched-noise stimuli as well as in the AN re-
sponses. Predicted performance was calculated for a proces-
sor based onrate-placeinformation ~as shown in Fig. 2 of

Heinz et al., 2001a!. In the rate-place analysis, the observa-
tions on which the detection decision is made are the popu-
lation of spike counts$Ki% i 51,...,M , where M is the total
number of AN fibers. The counts are produced byM homo-
geneous Poisson processes~conditionally independent, given
the stimulus! with rates equal to the average ratesr i pro-
duced by the AN model. This section provides an overview
of the detection-in-noise analysis for rate-place information
that was used in the current study, while the details of this
approach for both rate-place information andall information
~both temporal and average-rate information! are described
by Heinz ~2000!.

A likelihood-ratio test~LRT! can be used to derive the
form of an optimal processor based on a set of random ob-
servations~van Trees, 1968!. For the case considered here in
which the stimulus is random in addition to the AN dis-
charges, the form of the optimal population processor can
only be specified analytically if the processor is assumed to
have knowledge of the average AN discharge ratesr i(n) for
each noise waveformn from the random-noise ensemble
~Heinz, 2000!; however, this is an unrealistic assumption for
human listeners in a random-noise masking task. In order to
remove this assumption, the same processor form as the op-
timal processor was used with the assumption that the pro-
cessor only has knowledge of theaverage-noise-response
properties~i.e., xi5En@r i(n)#, whereEn represents the ex-
pected value across the random-noise ensemble!, and not the
individual-noise responsesr i(n). Thus, the predictions in the
present study represent asuboptimalprocessor that is as-
sumed to have knowledge of the average~across noise wave-
forms! AN discharge properties in response to the masked
tone @xi(SN)# and in response to the notched-noise masker
alone@xi(N)#. The processor uses this knowledge of average
noise responses in the same way that the optimal processor
uses the knowledge of individual-noise responses.

The form of this general processor, which evaluates the
number of observed discharges from thei th AN fiber based
on the assumeda priori knowledge,xi(SN) and xi(N), is
given by

Yi~Ki !,F ln
xi~SN!

xi~N! GKi1T @xi~N!2xi~SN!#, ~1!

whereT is the duration of the stimulus. The decision variable
Yi(Ki) is a function of the random AN discharge countKi ,
and thus is a random variable itself that depends on both the
stimulus and AN variability. The reliability of this decision
variable for indicating the presence of the tone depends on
the difference in the mean value ofYi(Ki) between the
signal-plus-masker~SN! and masker-alone~N! observation
intervals, and on the variance ofYi(Ki). A useful metric for
quantifying the sensitivity of a decision variableY is

Q5
~E@YuSN#2E@YuN# !2

Var@YuN#
, ~2!

where detection threshold is defined as the signal level for
which the sensitivity indexQ51. This sensitivity metricQ
is similar to (d8)2, and represents a complete characteriza-
tion of performance when the decision variableY is Gauss-
ian and has equal variance in both observation intervals
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~Green and Swets, 1966; van Trees, 1968!. These two as-
sumptions are reasonably accurate for characterizing just-
detectable differences in decision variables that are based on
the total population of all AN discharges~Siebert, 1968,
1970; Colburn, 1969, 1973, 1981; Heinzet al., 2001a!. Ac-
tual deviations from these assumptions do not significantly
affect the characterization of performance based on the sen-
sitivity metric Q ~Colburn, 1981!.

Performance based onM AN fibers was calculated for a
population decision variable

Y5(
i 51

M

Yi~Ki !. ~3!

The equal-weighting combination in Eq.~3! behaves in an
intuitive way based on Eq.~1!. Fibers for which the signal
does not~on average! change the discharge rate in response
to the masker@i.e., xi(SN)5xi(N)# do not contribute to the
population decision variableY becauseYi(Ki)50 for any
observed discharge countKi . However, as described above
the equal-weighting combination is not necessarily optimal,
because across-fiber correlations are not accounted for in the
way information is combined across fibers. The population
sensitivity indexQ based on this suboptimal processor@Eqs.
~1! and ~3!# is given by

Q5 H (
i 51

M F ln
xi~SN!

xi~N! G@xi~SN!2xi~N!#J 2Y
S 1

T (
i 51

M F ln
xi~SN!

xi~N! G2

xi~N!1VarnH (
i 51

M F ln
xi~SN!

xi~N! G ri~nuN!JD ,

~4!

where Varn represents the variance across the random-noise
ensemble~Heinz, 2000!. Note that the variance of the deci-
sion variableY @the denominator of Eq.~4!# is separated into
two terms, where the first term represents the contribution of
AN variability and the second term represents the contribu-
tion of stimulus variability.

Detection performance was predicted based on the indi-
vidual high-, medium-, and low-SR populations of AN fibers
~as described above!, as well as on the total AN-fiber popu-
lation. For predictions based on a population of AN fibers,
the effect on performance of any potential correlation be-
tween AN fibers of different SR or CF due to a common
random-stimulus drive was accounted for by including all
AN fibers in the three summations in Eq.~4!. The summation
across AN fibers in the numerator and in both denominator
terms differs from summing individual values ofQi . The
sensitivity indicesQi for individual fibers cannot be simply
added to obtain the total sensitivity because the fibers’ re-
sponses are potentially correlated when stimulated with
random-noise stimuli~see Heinz, 2000!. In general, if the
stimulus-induced contribution to the variance@second de-
nominator term in Eq.~4!# of the decision variableY domi-
nates the intrinsic-AN contribution@first denominator term in
Eq. ~4!#, then AN fibers with similar CFs will be correlated.

Psychophysical detection thresholds based on the AN
model were simulated using Eq.~4!. For a fixed signal level
and masker notch width, the sensitivity indexQ was esti-

mated based on AN-population responses to the signal-plus-
masker and masker-alone conditions for ten individual noise
waveforms n from the random-noise ensemble. The ad-
equacy of using only ten noise waveforms to estimateEn and
Varn was evaluated by verifying in several conditions that the
results did not change significantly when more noise wave-
forms ~20–40! were used. The sensitivity indexQ was
evaluated as a function of level for each notch width. The
signal level at whichQ51 was defined as representing the
psychophysical detection threshold and was determined by
interpolation.

C. Notched-noise method for estimating auditory
filters

Most psychophysical methods for estimating auditory-
filter shapes use the power-spectrum model of masking to
derive the best auditory filter to explain a set of detection
data ~Moore, 1995a!. The power-spectrum model assumes
that the psychophysical detection threshold corresponds to a
fixed long-term signal-to-noise ratio~SNR! at the output of
the auditory filter. To estimate the psychophysical auditory
filter, signal power at detection threshold,PS , is measured
for various masker spectraN( f ), and the best auditory-filter
shapeW( f ) to explain the set of detection data is derived
based on the constant-SNR assumption. To simplify the fit-
ting of the detection data, a class of auditory-filter shapes
W( f ), which can be specified by a few parameters, is often
assumed.

In the present study, psychophysical detection thresholds
were predicted from the AN model~as described above! for a
tone in the presence of two noise bands that were above and
below the tone frequencyf , had bandwidths equal to 0.4f ,
and had afixednoise spectrum level~N0520 dB SPL!. The
tone was always centered arithmetically between the two
noise bands, i.e., only symmetric notches were used in the
present study. The notch widthD f was defined as the fre-
quency separation between the tone and the edge of each
noise band that was closest to the tone frequency, and is
referred to in terms of the normalized frequency separation
D f / f . Psychophysical detection thresholds were predicted
for normalized frequency separations of 0.0, 0.1, 0.2, 0.3,
0.4, 0.5, and 0.6.

The predicted AN-model detection thresholds were then
used to derive an estimate of the psychophysical auditory
filter W( f ) from a common class of auditory filters using the
power-spectrum model in the usual manner~Glasberg and
Moore, 1990!. The class of rounded-exponential filters,
roex(p,r ), is specified by a parameterp that describes the
slope of the filter and a parameterr that controls the filter
dynamic range~Pattersonet al., 1982; also see Moore,
1995a!.2 The estimated psychophysical auditory filter repre-
sents the roex(p,r ) filter that best describes the AN-model
detection thresholds predicted from the SDT analysis. The
goodness of fit is quantified in terms of the root-mean-
squared deviation in dB between the predicted thresholds
from the power-spectrum model and the AN-model de-
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tection thresholds. The estimated psychophysical auditory
filters from the fitting procedure are described in terms of the
roex-filter parametersp and r , and the ERB~which equals
4 f /p!. The power-spectrum model also includes the variable
Kpsm, which represents the constant signal-to-noise ratio at
the output of the auditory filter at detection threshold. The
corrections described by Glasberg and Moore~1990! for the
transmission characteristics of the middle and external ear
and for the earphone frequency response were not needed in
the fitting procedure because the AN model had constant
thresholds as a function of frequency~Heinz et al., 2001c!.

III. RESULTS

A. The relation between model peripheral filters and
estimates of psychophysical auditory filters

First, estimates of psychophysical auditory filters were
derived from predicted detection performance based on the
total AN population using a version of the AN model with
linear tuning. The ERBs of these estimated psychophysical
auditory filters can be compared directly to the ERBs of the
linear peripheral filters of the AN model at the signal fre-
quency.

Predicted performance for thelinear-sharp version of
the AN model is shown in Fig. 2 for the three SR populations
~triangles! as well as for the total AN population~circles!.
Detection thresholds for the rate-place model are plotted as a
function of notch width for fixed-spectrum-level~N0

520 dB SPL! notched-noise maskers. Note that the pre-
dicted detection thresholds for the total-AN population did
not correspond to one SR group for all notch widths. Rather,
detection performance was dependent on the low-SR popu-
lation for small notch widths and on the high-SR population
for large notch widths due to the differences in threshold and
dynamic range across SR groups. The on-frequency masker
energy in the zero-notch-width condition drove the high- and
medium-SR fibers closer to saturation than the low-SR fi-
bers, which have a higher threshold and wider dynamic
range. The dependence of performance on low-SR fibers was
stronger at higher levels~not shown!, consistent with AN-
fiber responses to tones in noise~Young and Barta, 1986!.
Thus, estimates of psychophysical auditory filters are derived
from detection performance that is based on different AN
fibers as a function of notch width. It is unlikely that esti-
mated auditory filters based on individual AN fibers~or on
single SR classes, as discussed below! would consistently
correspond with those estimated psychophysically. However,
this does not necessarily imply that psychophysical estimates
of auditory filters do not represent peripheral tuning, because
same-CF AN fibers with different SRs have similar tuning as
a function of CF~Liberman, 1978!.

The power-spectrum model was used to derive estimates
of psychophysical auditory filters from the AN model predic-
tions based on the total population~combined across all three
SR groups!. The resulting fit is shown in Fig. 2~solid curve!,
and a summary of the roex-filter parameters used by the
power-spectrum model to fit these data~circles! is given in
Table I. The fit of the power-spectrum model to the predicted
AN-model detection thresholds is quite good~1.4 dB rms

deviation!. Shaileret al. ~1990! reported rms deviations be-
tween power-spectrum model fits and human psychophysical
detection thresholds that were typically between 0.9 and 2.2
dB and were always less than or equal to 2.7 dB. The ERB of

FIG. 2. Predicted detection thresholds for a tone in a notched-noise masker
as a function of notch width based on thelinear-sharpAN model. Model
predictions are for a 2-kHz, 100-ms~20-ms rise/fall! tone presented simul-
taneously with the masker, which had a spectrum level ofN0520 dB SPL.
Predicted thresholds for the AN model are shown for each of the three SR
populations~triangles!, as well as for the combination of all three SR groups
~circles!. The solid curve represents the best fit from the power-spectrum
model to the total-AN-population detection thresholds~circles! that were
used to derive the estimated psychophysical auditory filter@ERB given in
the figure; all auditory-filter parameters given in Table I#. The detection
thresholds and estimated psychophysical-auditory-filter ERB derived from
the AN model match very closely to the predicted thresholds~stars! from the
power-spectrum model~PSM! based on the effective ERB of the 2-kHz
peripheral model filter~see the text!, which was 233 Hz.

TABLE I. Psychophysical-auditory-filter parameters derived from the
power-spectrum model for Fig. 2. The derived estimate of the psychophysi-
cal auditory filter represents the roex(p,r ) filter that best describes the rate-
place detection thresholds predicted from the AN model. The roex-filter
parameters used to predict thresholds from the power-spectrum model based
on the effective 2-kHz peripheral model filter bandwidth~stars, Fig. 2! are
also listed. ERB: equivalent-rectangular bandwidth; rms: root-mean-squared
error; p: filter slope; r : filter dynamic range;Kpsm: signal-to-noise at the
auditory-filter output required for detection threshold.

ERB
~Hz!

rms
~dB!

p r
~dB!

Kpsm

~dB!

Rate-place model 234 1.4 33.0 252.3 26.2
2-kHz peripheral model filter 233 ¯ 33.1 254.0 25.7
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the estimated psychophysical auditory filter derived from the
total-population AN-model thresholds was 234 Hz. This es-
timate of the psychophysical-auditory-filter ERB matches
very closely to the effective ERB~233 Hz; see Sec. II! of the
2-kHz-CF peripheral filter in the linear-sharp AN model. As
discussed above, detection performance predicted from the
total AN population was based on different SR classes at
different notch widths. Thus, as expected, none of the esti-
mated psychophysical-auditory-filter ERBs derived from in-
dividual SR classes@e.g., ERB~HSR!5214 Hz, ERB~MSR!
5216 Hz, or ERB~LSR!5245 Hz, not shown# corresponded
to the 234-Hz ERB of the estimated psychophysical auditory
filter based on the total AN population.

For reference, detection thresholds predicted from the
power-spectrum model based on the effective 2-kHz periph-
eral model filter with ERB5233 Hz are shown in Fig. 2
~stars!. The roex-filter parameters used to predict the detec-
tion thresholds are given in Table I and were chosen to be
consistent with critical ratios and absolute thresholds. Detec-
tion threshold for the zero-notch-width condition was set to
38 dB SPL, which is equal to the masker spectrum level~20
dB SPL! plus the human critical ratio at 2 kHz~18 dB,
Fletcher, 1940!, by adjusting the variableKpsm. Asymptotic
detection thresholds for large notch widths, controlled by the
parameterr , were set to be consistent with the AN-model
rate-place absolute threshold of roughly27 dB SPL at 2
kHz. The rate-place detection threshold is slightly less than
the lowest AN-fiber physiological threshold because the
threshold definitions differ and because information is com-
bined across many AN fibers in the rate-place model.

Overall, the detection thresholds based on the total AN
population were very close to the detection thresholds pre-
dicted from the power-spectrum model based on the 2-kHz
peripheral model filter. Thus, estimates of psychophysical
auditory filters based on rate-place detection thresholds from
the linear-sharp AN model appear to be closely related to
peripheral tuning at the signal frequency.3

B. The influence of compression and suppression on
estimates of psychophysical auditory filters

If estimates of psychophysical auditory filters are di-
rectly related to peripheral tuning, as shown above for the
linear-sharp AN model, then it is expected that changes in
peripheral tuning associated with compression and suppres-
sion would affect psychophysical methods for estimating au-
ditory filters. A demonstration of how AN response proper-
ties associated with nonlinear cochlear tuning influence
estimates of psychophysical auditory filters is provided by
comparing auditory-filter estimates based on detection
thresholds from the four versions of the AN model.

Predicted detection thresholds for the four versions of
the AN model are compared in Fig. 3 for a 2-kHz signal and
a fixed masker spectrum level ofN0520 dB SPL. Perfor-
mance was predicted based on the combination of the three
AN-model SR groups and plotted as a function of notch
width. The power-spectrum model was used to derive esti-
mates of psychophysical auditory filters from the AN-model
detection thresholds, and the resulting fits~curves! and ERBs
are shown in Fig. 3. A summary of the roex-filter parameters

used by the power-spectrum model to fit the AN-model de-
tection thresholds is given in Table II. Also shown in Fig. 3
are typical human psychophysical detection thresholds
~stars! for a masker spectrum level ofN0520 dB SPL pre-
dicted from the power-spectrum model based on a
psychophysical-auditory-filter ERB of 223 Hz~Glasberg and
Moore, 1990!. The roex-filter parameters used to predict
typical human detection thresholds are given in Table II and
were chosen to be consistent with human critical ratios~as in
Fig. 2! and with an absolute threshold of 0 dB SPL at 2 kHz
~Robinson and Dadson, 1956!.

The lowest predicted detection threshold for each notch
width ~except zero! was for the linear-sharp AN-model ver-
sion, while the highest threshold was always for the linear-
broad, impaired version~Fig. 3!. Detection thresholds from
the two nonlinear versions of the AN model~with and with-
out suppression! were in between those for the two linear

FIG. 3. Predicted detection thresholds for a 2-kHz tone in a notched-noise
masker as a function of notch width for the four versions of the AN model.
Same conditions as in Fig. 2. Predicted thresholds for the AN model are
based on the combination of discharge counts across the three SR popula-
tions. Curves represent the best fits from the power-spectrum model
@auditory-filter parameters given in Table II#. Also shown are typical human
detection thresholds~stars! for N0520 dB SPL predicted from the power-
spectrum model~see the text; Glasberg and Moore, 1990!. The 2-kHz pe-
ripheral filter in the linear-sharp AN model had an effective ERB of 233 Hz
and corresponds to the low-level tuning in the nonlinear AN models. The
ERB of the peripheral filter in the linear-broad, impaired AN model was 613
Hz, corresponding to the ERB of the filter that represents a full reduction in
the cochlear gain. The ERB of the estimated psychophysical auditory filter
derived for the nonlinear AN model with compression and suppression was
323 Hz, corresponding to an overestimation of the ERB of the peripheral
model filter describing low-level tuning to the signal.
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model versions and were within 5 dB of one another for all
notch widths. Furthermore, for all notch widths except zero,
the detection thresholds for the nonlinear AN model with
suppression were higher than those for the nonlinear model
without suppression, which in turn were higher than those
for the linear-sharp model. Thus, for all off-frequency mask-
ing conditions, both compression and suppression in the AN
model led to higher predicted psychophysical thresholds for
detecting a tone in a notched-noise masker.

The fits from the power-spectrum model to the predicted
AN-model detection thresholds in Fig. 3 were good for all
versions of the AN model~Table II!. For both linear versions
of the AN model, the ERBs of the estimated psychophysical
auditory filters were close to the ERBs of the peripheral
model filters for the 2-kHz CF. The peripheral filters in the
nonlinear versions of the AN model vary with level and time.
At low stimulus levels, the tuning in the nonlinear AN model
is linear and corresponds to the tuning in the linear-sharp AN
model version. As stimulus level increases, tuning in the
nonlinear AN model tends to broaden as the signal-path-filter
gain is reduced; however, the fast dynamics of the control
path result in a peripheral filter in the nonlinear AN model
that fluctuates as a function of time. Thus, the instantaneous
ERB of the 2-kHz nonlinear signal-path filter in the AN
model can vary between 233 Hz, corresponding to the effec-
tive ERB of the filter that describes low-level tuning, and
613 Hz, corresponding to the ERB of the filter that represents
a full reduction of the signal-path-filter gain~i.e., the filter in
the linear-broad, impaired AN-model version!. The time-
average value of the nonlinear signal-path-filter ERB in-
creases as the stimulus level through the control-path filter
increases. Thus, the peripheral tuning in the nonlinear AN
model with compression and suppression can be expected to
be broader when the masker is present than when the signal
is alone.

Despite higher predicted detection thresholds at all notch
widths, the ERB of the estimated psychophysical auditory
filter for the nonlinear AN model without suppression~237
Hz! was essentially the same as the ERB of the estimated
psychophysical auditory filter derived for the linear-sharp

AN model ~234 Hz!. In contrast, the ERB of the estimated
psychophysical auditory filter derived for the nonlinear AN
model with both compression and suppression~323 Hz! was
a factor of 1.38 larger than the ERB of the estimated psycho-
physical auditory filter for the linear-sharp AN model. This
result suggests that the presence of suppression results in an
estimated psychophysical-auditory-filter ERB that overesti-
mates the ERB of the peripheral tuning to the signal alone at
low levels. In response to the tonal signal alone at levels
below roughly 20 dB SPL, the tuning in the nonlinear AN
model equals the tuning in the linear-sharp AN model be-
cause the compression threshold for CF tones is 20 dB SPL
~Heinz et al., 2001c; see also Zhanget al., 2001!. Although
the signal level at detection threshold for the nonlinear AN
models was below 20 dB SPL for notch widths of 0.2 and
greater~Fig. 3!, the notched-noise masker contains energy
that passes through the wideband control path and thus acts
to broaden the peripheral tuning in the AN model.

While there was a clear effect of the AN-model nonlin-
earity on the detection thresholds and estimated
psychophysical-auditory-filter ERBs for the 2-kHz CF~Fig.
3!, a larger effect could be expected for higher-frequency
CFs due to the increased strength of cochlear nonlinearity at
higher frequencies. The maximal reduction in cochlear gain
at CF across level was 30 dB at 2 kHz in the AN model and
55 dB at 8 kHz~Heinz et al., 2001c!. Figure 4 shows pre-
dicted detection thresholds for an 8-kHz signal as a function
of notch width for the four versions of the AN model. De-
tection thresholds were predicted for a fixed-level masker
~N0520 dB SPL! based on the combination of all three SR
groups.

The relative roles of the SR groups across different
notch widths~not shown! were the same as for the 2-kHz
signal, i.e., low-SR fibers accounted for detection perfor-
mance at small notch widths, while high-SR fibers accounted
for detection at large notch widths. Detection thresholds for
the linear-broad, impaired AN model were essentially invari-
ant with notch width and represent the absolute rate-place
threshold for an 8-kHz tone in the impaired model~Heinz
et al., 2001c!. Full reduction of the cochlear gain by 55 dB at

TABLE II. Psychophysical-auditory-filter parameters derived from the power-spectrum model for the 2-kHz
~Fig. 3! and the 8-kHz~Fig. 4! signals. The roex-filter parameters used to predict typical human detection
thresholds~stars! from the power-spectrum model forN0520 dB SPL are also listed~Glasberg and Moore,
1990!.

ERB
~Hz!

rms
~dB!

p r
~dB!

Kpsm

~dB!
Peripheral model

filter ERB
~Hz!

2 kHz
Linear-sharp 234 1.4 33.0 252.3 26.2 233
Nonlinear, w/o suppression 237 1.9 32.6 246.9 24.9 233–613
Nonlinear, w/suppression 323 1.4 23.9 241.4 29.6 233–613
Linear-broad, impaired 622 0.2 12.6 224.5 27.6 613
Human 223 ¯ 34.6 248.0 25.5 ¯

8 kHz
Linear-sharp 932 2.1 34.7 253.5 26.4 934
Nonlinear, w/o suppression 931 1.7 34.7 257.1 22.0 934–6168
Nonlinear, w/suppression 1486 0.4 21.8 248.7 28.3 934–6168
Human 889 ¯ 36.4 257.0 22.5 ¯
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the 8-kHz CF raised the absolute rate-place detection thresh-
old from roughly27 dB SPL in the nonlinear AN model to
48 dB SPL in the impaired model. Typical human detection
thresholds~stars in Fig. 4! for a masker spectrum level of
N0520 dB SPL were predicted from the power-spectrum
model based on a psychophysical-auditory-filter ERB of 889
Hz ~Glasberg and Moore, 1990!. The roex-filter parameters
used to predict typical human psychophysical detection
thresholds were chosen to be consistent with the 8-kHz hu-
man critical ratio~27 dB, Fletcher, 1940! and an absolute
threshold of roughly 0 dB SPL. The use of an absolute
threshold of 0 dB SPL in the present study is a simplification
to match the absolute threshold of the AN model. Human
absolute threshold at 8 kHz is about 18 dB SPL~Robinson
and Dadson, 1956!, primarily due to middle-ear filtering,
which is not considered in the present study. The current
predictions thus isolate the frequency-dependent effects of
cochlear nonlinearity from those of middle-ear filtering;
however, the potential effects of frequency-dependent audi-

bility could be evaluated in future studies by including a
middle-ear filter in the AN model. Table II summarizes the
power-spectrum-model fits~curves! to the predicted AN-
model detection thresholds shown in Fig. 4 and the roex-
filter parameters used to predict typical human detection
thresholds. The power-spectrum model was not fit to the pre-
dicted detection thresholds for the linear-broad, impaired AN
model because the thresholds were approximately invariant
with notch width due to the high absolute tone threshold for
this model version.

The same relative effects between predicted psycho-
physical detection thresholds for the different versions of the
AN model were demonstrated for the 8-kHz signal~Fig. 4!
as were observed for the 2-kHz signal~Fig. 3!. The lowest
detection threshold at each notch width except zero was for
the linear-sharp AN model. Predicted thresholds for the non-
linear AN model without suppression were only slightly
higher than for the linear-sharp model, but the detection
thresholds for the nonlinear AN model with suppression
were substantially higher for the middle notch widths. The
large difference between the nonlinear AN models with and
without suppression for notch widths larger than 0.1 was due
to off-frequency masking energy passing through the wide-
band control-path filter and acting to reduce the signal-path-
filter gain, and thus to broaden the peripheral tuning in the
model.

The ERB of the estimated psychophysical auditory filter
for the linear-sharp AN model~932 Hz! was very close to the
effective ERB of the 8-kHz peripheral model filter~934 Hz!,
similar to the result for the 2-kHz CF~Table II!. Again, none
of the estimated psychophysical auditory filters derived from
the individual SR classes@e.g., ERB~HSR!5850 Hz,
ERB~MSR!5864 Hz, or ERB~LSR!51022 Hz, not shown#
provided as accurate an estimate of the underlying peripheral
tuning as the estimated psychophysical auditory filter based
on the total AN population.

The instantaneous ERB of the 8-kHz peripheral model
filter in the nonlinear AN models can vary between 934 Hz at
low levels and 6168 Hz at high levels based on the output of
the control-path filter. Similar to the 2-kHz signal condition,
the ERB of the estimated psychophysical auditory filter for
the nonlinear AN model without suppression~931 Hz! was
very close to the ERB of the estimated psychophysical audi-
tory filter derived for the linear-sharp AN model~932 Hz!. In
contrast, when suppression was included in the nonlinear AN
model, the ERB of the estimated psychophysical auditory
filter ~1486 Hz! was a factor of 1.59 larger than the ERB of
the estimated psychophysical auditory filter derived for the
linear-sharp AN model. This factor was larger than the cor-
responding factor of 1.38 for the 2-kHz CF; thus, as ex-
pected, the degree by which the estimated psychophysical-
auditory-filter ERB overestimates the low-level peripheral
tuning bandwidth was larger for the 8-kHz CF than for the
2-kHz CF. The larger difference at higher frequencies was
due to the increased strength of cochlear nonlinearity at high
frequencies in the AN model.

FIG. 4. Predicted detection thresholds for an 8-kHz tone in a notched-noise
masker as a function of notch width for the four versions of the AN model
~as in Fig. 3!. Curves represent the best fits from the power-spectrum model
@auditory-filter parameters given in Table II#. Also shown are typical human
detection thresholds~stars! for N0520 dB SPL predicted from the power-
spectrum model~see the text; Glasberg and Moore, 1990!. The 8-kHz pe-
ripheral filter in the linear-sharp AN model had an effective ERB of 934 Hz,
while the ERB of the peripheral filter in the linear-broad, impaired AN
model was 6168 Hz. The factor by which the ERB of the estimated psycho-
physical auditory filter derived for the nonlinear AN model with suppression
overestimated the ERB of the peripheral model filter describing low-level
tuning to the signal was greater for the 8-kHz CF than for the 2-kHz CF
~Fig. 3!.
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IV. DISCUSSION

For the AN model with linear tuning, the estimated psy-
chophysical auditory filters were shown to be closely related
to the peripheral filters in the AN model. Thus, detection
predictions from the rate-place model were used in the
present study to evaluate the effects of compression and sup-
pression on estimates of psychophysical auditory filters.

A. The influence of nonlinear cochlear tuning on
estimates of psychophysical auditory filters

The primary benefit of the modeling approach taken in
the present study was to provide a quantitative framework in
which to explore the effect of nonlinear AN response prop-
erties on estimates of psychophysical-auditory-filter band-
widths. It is not surprising that the inclusion of nonlinear AN
response properties associated with broadened peripheral
tuning resulted in broader estimates of psychophysical audi-
tory filters. However, the specific properties related to the
nonlinear control of peripheral tuning have potentially im-
portant implications for the interpretation of psychophysical-
auditory-filter estimates. While several of the fundamental
implications were demonstrated directly in the present study,
many others are clearly suggested from this initial demon-
stration and it will be important to investigate these quanti-
tatively in future studies.

1. Nonlinear control of peripheral tuning

Many nonlinear AN response properties, often described
separately, are consistent with a single underlying mecha-
nism that controls peripheral tuning~e.g. Sachs and Abbas,
1974; Sewell, 1984; Patuzziet al., 1989; Ruggero and Rich,
1991; Ruggeroet al., 1992; see the review by Ruggero,
1992!. The phenomenological AN model used in the present
study included both compression and suppression properties
by accounting for the general property that both on- and
off-frequency stimulus energy can act to control peripheral
tuning. This property suggests that both the signal and the
masker can influence peripheral tuning, and the fast dynam-
ics of nonlinear cochlear tuning~Arthur et al., 1971; Recio
et al., 1998! implies that both the temporal and spectral re-
lation of the signal and masker must be considered when
interpreting the results of psychophysical masking studies.
Thus, it is improper to discuss the tuning at a given CF
without specifying the stimulus configuration. For example,
Kiang and Moxon~1974! showed that AN tuning curves in
cat were broader and CF thresholds were higher in the pres-
ence of a bandpass noise centered well below CF than they
were in the presence of the signal alone. This effect is con-
sistent with the difference in human psychophysical fre-
quency selectivity estimated using simultaneous masking
~for which both the signal and the masker influence the pe-
ripheral tuning! and nonsimultaneous masking~for which the
signal and the masker influence peripheral tuning indepen-
dently! ~e.g., Houtgast, 1977; Moore, 1978; Moore and Glas-
berg, 1981, 1982, 1986; Mooreet al., 1987!. Thus, the non-
linear control of cochlear tuning poses a basic problem for
the interpretation of psychophysical estimates of frequency
selectivity because the noise maskers affect the tuning of the
peripheral filter that is being measured.

2. Implications of the nonlinear control of peripheral
tuning for the interpretation of psychophysical-
auditory-filter estimates

The results from the present study show that suppression
produces an estimated psychophysical auditory filter with an
ERB that overestimates the ERB of peripheral tuning to the
signal alone at low levels. The low masker spectrum level
used in the present study (N0520 dB SPL! was chosen to
evaluate whether compression and suppression influenced
estimates of psychophysical auditory filters near the lowest
spectrum levels that have been used in psychophysical stud-
ies. The phenomenological AN model suggests that any con-
dition for which enough stimulus energy~signal and masker!
passes through the wideband suppression filter to reduce the
cochlear gain would result in estimates of psychophysical
auditory filters that were broader than low-level peripheral
tuning. The compression threshold for CF tones is about 20
dB SPL in the model, consistent with physiological measures
of basilar-membrane compression~Ruggero et al., 1997!.
Thus, any noise masker that produces roughly 20 dB SPL or
more of overall level through the suppression filter would be
expected to reduce the cochlear gain and thus to broaden
peripheral tuning. Psychophysical studies that estimate audi-
tory filters rarely use noise spectrum levels less than 20 dB
SPL, and AN suppression bandwidths are much larger than
100 Hz for both low and high CFs~Delgutte, 1990b!. Thus,
it is likely that most psychophysical estimates of auditory
filters include the effects of suppression, and therefore over-
estimate the bandwidth of low-level peripheral tuning to the
signal alone. Consistent with this prediction, Rosenet al.
~1998! found that psychophysical estimates of auditory filters
were nonlinear down to the lowest stimulus levels that they
could measure. A consequence of this limitation is that the
difference between the frequency selectivity of normal and
impaired listeners may be underestimated using current psy-
chophysical methods, because the largest difference would
be expected to occur for stimulus levels just above absolute
threshold, where suppression was not invoked.

The debate over how to estimate psychophysical audi-
tory filters as a function of level has focused on which aspect
of the stimulus controls the level dependence of the psycho-
physical auditory filter, e.g., signal or masker level, overall
level or level per ERB~Moore, 1995a!. In addition, the de-
bate has included whether the dependence is on the stimulus
level prior to filtering~e.g., Glasberg and Moore, 1990! or on
the level of the filtered stimulus~e.g., Rosen and Baker,
1994; Rosenet al., 1998!. Glasberg and Moore~2000! have
recently suggested that the gain of their tip~sharp! filter
might depend on the output of their tail~broad! filter. The
current results suggest that none of these views is entirely
correct because they fail to account for the effect of suppres-
sion on peripheral tuning. Contrary to the current debate,
peripheral tuning depends on both the signal and the masker,
and the level dependence is based on the stimulus energy that
passes through the suppression filter rather than the excita-
tory filter. This property suggests that the underlying periph-
eral tuning is likely to vary across the different notch widths
used to estimate psychophysical auditory filters~also see
Sinex and Havey, 1986; Delgutte, 1990a!. Thus, as suggested
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by Rosenet al. ~1998! for fixed-level masking conditions,
psychophysical estimates of auditory filters are likely to rep-
resent some sort of average auditory filter over the different
notch widths. Future modeling studies that evaluate the ef-
fect of stimulus level on estimates of psychophysical audi-
tory filters are needed to investigate this issue further.

The present study predicts that the increase in strength
of cochlear nonlinearity with CF could introduce a CF-
dependent bias in psychophysical estimates of auditory filters
such that the bandwidth of high-CF peripheral tuning is over-
estimated to a greater extent than the bandwidth of low-CF
tuning. This predicted CF-bias is consistent with recent non-
invasive measures of human cochlear tuning based on the
phase response of stimulus-frequency otoacoustic emissions.
Shera and Guinan,~2000! and Sheraet al. ~2002! described
the frequency dependence of an emission-based measure of
the sharpness of tuning derived from the theory of coherent
reflection filtering ~Shera and Zweig, 1993; Zweig and
Shera, 1995! for humans, cats, and guinea pigs. The
emission-based measure of sharpness of tuning increased
with frequency for all three species, consistent with neural
measures of sharpness (Q5CF/ERB) for cats and guinea
pigs ~e.g., Liberman, 1978; Milleret al., 1997!. In contrast,
the increase in the human emission-based measure of sharp-
ness with frequency was inconsistent with the essentially
constant sharpness of tuning above 1 kHz described by the
frequency dependence of psychophysical estimates of
auditory-filter ERBs~Glasberg and Moore, 1990!.

The role of suppression in broadening peripheral tuning
suggests an important implication for the use of asymmetric
notched-noise maskers to estimate psychophysical-auditory-
filter asymmetry. Studies that have used asymmetric notch
widths have consistently shown that psychophysical esti-
mates of auditory filters derived from the power-spectrum
model become more asymmetric as stimulus level increases,
with the low-frequency side of the derived auditory filters
becoming shallower as level increases~Moore and Glasberg,
1987; Glasberg and Moore, 1990, 2000; Rosen and Baker,
1994; Moore, 1995a; Rosenet al., 1998!. However, the re-
sults from the present study suggest that the relative influ-
ence of suppression above and below the signal frequency
must be considered in an interpretation of psychophysical
estimates of auditory filters derived using asymmetric notch
widths. Delgutte ~1990b! systematically measured the
growth of two-tone suppression in AN fibers as a function of
suppressor level and found that suppression growth was
asymmetric above and below CF. The growth rate of sup-
pression was much higher for suppressor frequencies below
CF ~ranging from 1–3 dB/dB! than for suppressor frequen-
cies above CF~ranging from 0.15–0.7 dB/dB!. The much
faster growth rate of suppression below CF than above CF is
consistent with the much greater effect of level on broaden-
ing the low-frequency side of psychophysical estimates of
auditory filters than the high-frequency side. In addition, the
asymmetry in psychophysical estimates of auditory filters for
2- and 4-kHz signals was reported to be greater than that for
lower-frequency signals~Glasberg and Moore, 2000!, which
is consistent with the greater asymmetry in AN suppression
growth rates for CFs above 2 kHz~Delgutte, 1990b!. The

combination of faster growth rates and higher thresholds for
suppression below CF than above CF produces suppression
that is stronger above CF at low levels and stronger below
CF at high levels~Delgutte, 1990b!. This result is consistent
with psychophysical estimates of auditory filters having shal-
lower high-frequency slopes at low levels, shallower low-
frequency slopes at high levels, and symmetric slopes at me-
dium levels~Moore, 1995a!. Thus, the present study suggests
that the reported changes in the asymmetry of
psychophysical-auditory-filter estimates as a function of
level may be due to~or at least influenced by! the asymmetry
in the growth rate of suppression above and below CF, and
not solely to actual changes in excitatory-filter asymmetry.
Future studies are needed to explore this issue quantitatively.

The nonlinear control of peripheral tuning may have im-
plications for comparing estimates of frequency selectivity
derived from different psychophysical methods. Techniques
such as Fletcher’s~1940! band-widening ~critical-band!
method, the critical ratio, psychophysical tuning curves, and
the notched-noise method have all been criticized based on
methodological issues, such as the role of off-frequency lis-
tening, the varying influence of random-noise fluctuations as
a function of masker bandwidth, and the assumption of rect-
angular filters~Moore, 1995a!. However, a more fundamen-
tal issue is whether the underlying peripheral tuning at the
frequency of interest is the same in each experiment, given
that these methods use different stimulus configurations that
may affect the control of peripheral tuning in different ways.
The critical-band and critical-ratio methods use noise
maskers of different bandwidths centered at the tone fre-
quency, while the notched-noise and psychophysical-tuning-
curve methods primarily use off-frequency maskers. Each of
these methods involves the physiological mechanisms of
compression and suppression in vastly different ways, and
thus it is likely that the bandwidths of the underlying periph-
eral filters are different for these common psychophysical
methods for estimating auditory frequency selectivity. For
example, different bandwidths of the underlying peripheral
filters are likely to be the cause for the common finding that
frequency selectivity measured psychophysically using non-
simultaneous masking is typically sharper than when mea-
sured using simultaneous masking~e.g., Houtgast, 1977;
Moore, 1978; Moore and Glasberg, 1981, 1982, 1986; Moore
and O’Loughlin, 1986; Mooreet al., 1987; see Moore, 1995a
for a review!. Thus, differences in psychophysical estimates
of frequency selectivity across methods must be evaluated
both in terms of methodological issues and in terms of the
underlying peripheral tuning~e.g., Lentzet al., 1999!.

B. What do current psychophysical estimates of
auditory filters represent?

Despite the complications that cochlear nonlinearity
places on the interpretation of psychophysical estimates of
auditory filters, these estimates have proven useful in pre-
dicting psychophysical data from a variety of masking con-
ditions ~Moore, 1995a!. Derleth and Dau~2000! have sug-
gested that their linear filter bank was successful in
predicting masking patterns at midlevels because the effects
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of cochlear nonlinearities were likely to be included in the
psychophysical-auditory-filter bandwidths estimated using
simultaneous notched-noise maskers, and that these filter
bandwidths could be considered to represent ‘‘effective’’ au-
ditory filters. The present study suggests that psychophysical
auditory filters estimated using simultaneous masking may
be appropriate for representing the average peripheral tuning
in the presence ofboth the signal and the masker~i.e., the
‘‘effective’’ tuning!, which is consistent with their success in
accounting for similar masking conditions. Alternatively,
nonsimultaneous masking may be more appropriate for esti-
mating peripheral tuning in response to thesignal aloneby
allowing the masking noise to be used primarily as an exci-
tatory masker due to the fast dynamics of nonlinear cochlear
tuning. However, the signal and the masker may pass
through peripheral filters with different bandwidths in nonsi-
multaneous masking experiments, which would have impor-
tant implications for comparing the amount of excitation pro-
duced by the signal and by the masker. A similar idea was
used to model the additivity of nonsimultaneous masking
based on the independent effects of compression on the sig-
nal and on the masker~Oxenham and Moore, 1994!. Thus,
even though psychophysical estimates of auditory filters
based on nonsimultaneous masking may provide a better es-
timate of peripheral tuning in response to the signal alone,
these estimates are likely to depend on peripheral tuning both
in response to the signal alone and to the masker alone. Po-
tential differences between signal-alone and masker-alone
peripheral tuning can be minimized by measuring masked
detection at stimulus levels as close to absolute threshold as
possible.

The predicted detection thresholds in the present study
were based on peripheral AN-model filters that were speci-
fied according to low-level psychophysical estimates of au-
ditory filters ~Glasberg and Moore, 1990!; however, the
present results suggest that these psychophysical estimates of
auditory filters are likely to be broader than human periph-
eral tuning at low levels. A strength of the present study
comes from demonstrating the issues that need to be consid-
ered to interpret the effects of cochlear nonlinearity on psy-
chophysical estimates of auditory filters, and this demonstra-
tion does not depend significantly on the accuracy of the
peripheral-filter ERBs in the AN model. In order to deter-
mine the appropriate ERBs to use for low-level human pe-
ripheral tuning, the variation in the strength of cochlear non-
linearity as a function of frequency and the bandwidth of the
suppression filter must be determined for human listeners.
Determination of whether the current model parameters are
appropriate for human listeners will require future studies
that can evaluate the strength of human cochlear nonlinearity
by quantitatively relating physiological response properties
to human psychophysical performance. The related physi-
ological and psychophysical masking studies by Delgutte
~1990a! and Oxenham and Plack~1998! provide a good basis
for relating the strength of compression and suppression in
cats and humans. Physiological and psychophysical mea-
sures of basilar-membrane compression~e.g., Ruggeroet al.,
1997; Cooper and Rhode, 1997; Oxenham and Plack, 1997;
Plack and Oxenham, 1998! provide useful data for relating

the strength of compression in chinchilla, guinea pig, and
humans.

C. Implications of the cochlear-amplifier mechanism
for comparing normal and impaired hearing

The present study demonstrated that the nonlinear re-
sponse properties associated with the physiologically vulner-
able cochlear-amplifier mechanism influence estimates of
psychophysical auditory filters. This result suggests that a
better quantitative understanding of these influences may al-
low for a direct psychophysical characterization of cochlear
status in human listeners. Loss of the cochlear-amplifier
mechanism in hearing-impaired listeners is likely to be
caused by the loss of OHCs, and it represents a form of
sensorineural hearing loss that is likely to be common in
humans~Pickles, 1988; Patuzziet al., 1989; Ruggero and
Rich, 1991; van Tasell, 1993; Moore, 1995b!. The results
from the current study are consistent with the view that lis-
teners with OHC loss have broader psychophysical auditory
filters than normal-hearing listeners, but that reduced fre-
quency selectivity is not the only difference between normal
and impaired listeners~Moore, 1995b!.

The phenomenological AN model used in the present
study highlights the idea that the difference between a
normal-hearing listener with a cochlear-amplifier mechanism
and a hearing-impaired listener without a cochlear-amplifier
mechanism is not simply a difference between one system in
two states, i.e., with low or high thresholds, narrow or broad
tuning, compressive or linear magnitude responses. Rather,
the difference is between two different systems: an impaired
system that is static, insensitive, and has broad tuning, and a
normal system with fast, dynamic tuning that is continuously
changing in response to the stimulus. This view is different
than the view that has arisen from the power-spectrum model
of masking, i.e., that the primary differences in the impaired
system are higher thresholds and broader tuning.

The difference between these two views is likely to be
most significant for rapidly changing complex stimuli and
may be less significant for steady-state stimuli. Peterset al.
~1998! and Mooreet al. ~1999a! have reported that the dif-
ference between the ability of normal-hearing and hearing-
impaired listeners to understand speech is much larger in the
presence of temporally and spectrally varying backgrounds
than for stationary broadband backgrounds, even when ad-
vanced amplification algorithms were provided to the
hearing-impaired listeners. This result has been interpreted as
representing a deficit in the ability of hearing-impaired lis-
teners to ‘‘listen in the dips’’~e.g., Peterset al., 1998; Moore
et al., 1999a!. This deficit has been suggested to result from
degraded frequency selectivity and reduced temporal resolu-
tion, which have been accounted for in terms of broadened
tuning and loss of compression, respectively~see Moore,
1995b, and Moore and Oxenham, 1998, for reviews!. Thus,
the absence of the dynamic peripheral tuning provided by the
cochlear-amplifier mechanism is likely to be significant for
stimulus conditions in which current amplification algo-
rithms have the most limited benefit. The present modeling
approach provides a quantitative method that could be used
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in future studies to investigate the significance of the loss or
degradation of dynamic cochlear tuning in hearing-impaired
listeners.

V. CONCLUSIONS

~1! The ERB of the estimated psychophysical auditory filter
that was derived based on the total AN-model population
was closely related to the ERB of the peripheral AN-
model filter at the signal frequency for model versions
with linear peripheral tuning.

~2! The predicted detection performance that was used to
derive estimates of psychophysical auditory filters was
based on different AN-fiber SR classes at different notch
widths due to the variation of threshold and dynamic
range across SR. None of the estimated psychophysical
auditory filters derived from individual SR classes pro-
vided as accurate an estimate of the underlying periph-
eral tuning as the estimated psychophysical auditory fil-
ter based on the total AN population.

~3! The ERBs of the estimated psychophysical auditory fil-
ters derived from the nonlinear AN model with suppres-
sion were always larger than the ERBs of the estimated
psychophysical auditory filters from the linear-sharp AN
model. This result suggests that psychophysically esti-
mated auditory-filter ERBs represent an overestimate of
the bandwidth of low-level peripheral tuning in response
to the signal alone.

~4! The factor by which the ERB of the estimated psycho-
physical auditory filter derived from the nonlinear AN
model overestimated the ERB of the peripheral AN-
model filter was larger at 8 kHz~factor of 1.59! than at 2
kHz ~factor of 1.38!. This results suggests a potential
CF-dependent bias in psychophysical estimates of audi-
tory filters due to the increased strength of cochlear non-
linearity at high CFs.

~5! The role of suppression in broadening peripheral tuning
in response to the noise masker has important implica-
tions for the interpretation of psychophysical-auditory-
filter estimates. The present study suggests that psycho-
physical estimates of auditory filters depend on the level
of the signal and masker energy at the output of the
wideband suppression filter. Thus, psychophysical audi-
tory filters estimated using simultaneous masking are
likely to represent some sort of average tuning in the
presence of both the signal and the masker.
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Perturbation analyses have been applied in recent years to determine the relative contribution of
individual stimulus components in detection and discrimination tasks. Responses to stimulus
samples are compared to stimulus parameters to determine the details of the decision rule. Often, a
linear model is assumed and it is of interest to determine the relative contribution of different
stimulus elements to the decision. Here, biases in estimated relative weights are considered for the
case where the decision variable is given byD5(((a iXi

n)k)m and the stimulus components, theXi ,
are normally distributed, of equal variance, and mutually independent. Thea i are the ‘‘true’’
combination weights, andn, k, and m are positive reals. The method used to estimate relative
weights is the correlation coefficient between theXi and the observer’s responses. Estimates of
relativea i do not depend onm but may depend on the mean values of theXi and the values ofn
and k ~a dependence on the variance,s i

2, holds even for linear transformations!. © 2002
Acoustical Society of America.@DOI: 10.1121/1.1434944#

PACS numbers: 43.66.Ba, 43.66.Gf@MRL#

I. INTRODUCTION

Perturbation, or micro-, analyses provide a suite of em-
pirical methods that can be exploited to examine details of
observers’ categorization decisions. In constrained psycho-
physical experiments, the class of response categories avail-
able is usually S and N, signal and no signal. An observer is
presented with anl-dimensional sample,Xi , i 51 to l, and
indicates whether the sample is drawn from the S or N dis-
tribution. It is assumed that the decision variable,D, is a
linear combination of theXi , DL5(b iXi , where theXi are
normally distributed and mutually independent, theb i are
the combination weights, and the subscript ‘‘L’’ indicates that
the assumed decision rule is linear. The observer is assumed
to make a decision, either signal or no signal, depending on
the value ofDL relative to some criterion. Coding the signal
and no-signal responses as 1 and 0, respectively, an observ-
er’s responses yields a response vectorT. The correlation
coefficient between eachXi andT for eachi, rXi ,T

, is pro-

portional to b i , i.e., provides an estimate of the relative
weights~Richards and Zhu, 1994; Lutfi, 1995!. The basis of
this method is straightforward: the squared correlation coef-
ficient indicates the proportion of variance in the responses
~T! accounted for by the random variableXi . In the simplest
condition, when theXi have equal variance, changes in the
correlation coefficients acrossi indicate the relative differ-
ences in theb i . If the Xi are of unequal variance the relative
weights may be adjusted to take into account the differences
in variance.

In psychophysics, correlation or related methods~cf.
Ahumada and Lovell, 1970; Berg, 1989; Knill, 1998! have
been used to examine the decision processes forXi presented
both sequentially~cf. Berg, 1989! and simultaneously~cf.
Berg and Green, 1992!. The method can be applied in either
two-interval forced-choice or yes–no tasks. For the former,

the Xi are differences between samples presented in the two
intervals. For the latter, the stimuli are expressed in terms of
the Xi . As an example, consider a profile analysis experi-
ment in which an observer indicates whether the single
stimulus is the sum of tones with equal mean amplitudes~N!
vs a stimulus in which one of the tones has larger mean
amplitude than the others~S!. In this case, theXi are the
levels of the simultaneous tones that comprise the stimuli,
and the relative weights indicate the relative contribution of
each tone to the category decision.

There are several concerns associated with correlation
and allied methods. Errors in estimating the variance of the
individual Xi lead to errors in the estimate of the relative
weights. Thus, an experimenter must be confident in his/her
knowledge of the variances of theXi . It is clear that the
experimenter can make reasonable guesses, and indeed con-
trol, the variance of the external, orobjectivevariables. The
larger problem is that there is less certainty regarding the
effective, orsubjectivevariables. Here, the term subjective
variables refers to the ‘‘internal’’ variables combined to form
the presumed decision variableD. If the externally presented
Xi are altered by the sensory system such that the objective
and subjective variables have different variances, the result-
ing relative weights are not assured to be correct.

If a nonlinearity is present, the objective and subjective
variables may differ in terms of variance. Imagine that an
observer is presented sequentially withlXi ’s and indicates
whether the sequence is drawn from the S or N distribution.
For stimuli with Xi ’s of equal variance butunequal mean,
squaring the objective variables to form the subjective vari-
ables will lead to subjective variables with unequal vari-
ances. In this example,Xi is the objective variable andYi is
the subjective variable~e.g., Yi5Xi

2 and D5(a iYi!. The
variance of theYi depends on the mean of theXi .1 Because
the decision variable depends onYi , whose variances are not
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equal, the correlation between the observers’ responses and
the Xi will lead to an incorrect estimate of relative weight
~see Lutfi, 1995, for analysis methods that might be applied
when such nonlinearities are suspected!. Thus, when theXi

are squared there is no reason to expect linear methods to
provide accurate estimates of relative weights.

In the current paper a nonlinearity of the formD
5(((a iXi

n)k)m is considered. The primary question is the
degree to which the experimenter will under- or overestimate
the combination true weights~the a i! when a linear combi-
nation is assumed~i.e., the assumptionDL5(b iXi). The
termsrelative weightsandestimated relative weightswill be
used to denote the estimated relative values of theb i , i.e.,
the weights estimated using a linear assumption. It is as-
sumed that the estimated relative weights are based on cor-
relation coefficients,rxi ,T , between the magnitudes of the
objective variablesXi and the vector of observers responses
~T!. The variablesa i will be referred to as thetrue weights.
Using this terminology, the magnitude of the mismatch be-
tween the estimated relative weights and the true weights is
addressed in the current paper.

A method introduced by Daiet al. ~1996! may be used
to approximate the relation between estimated relative
weights and true weights when the decision rule includes a
nonlinearity. In the following section, their approach is re-
viewed. Then, for the decision ruleD5(((a iXi

n)k)m the re-
lation between estimated weights~as correlation coefficients!
and true weights is derived for selected values ofn, k, andm.
Finally, results of computer simulations are presented. The
simulations provide estimates ofrXi ,T values for several val-
ues ofn, k, andm.

II. RELATION BETWEEN ESTIMATED AND TRUE
WEIGHTS: THE METHOD OF DAI ET AL. „1996…

Dai et al. ~1996! used both Taylor’s series and computer
simulations to estimate the relation between true and esti-
mated relative weights when the decision process included
nonlinearities. Their approach is summarized here. First,
consider the Taylor’s series for a ‘‘regular’’ function of a
single variable,f (x). The Taylor’s series forf (x) near x
5xo is given by

f ~x!5 (
n50

`
]nf

]xnU
x5xo

1

n!
~x2xo!n,

where]nf /]xn is the nth derivative of f (x). Truncating at
n5N, the series becomes

f ~x!5 (
n50

N
]nf

]xnU
X5Xo

1

n!
~x2xo!n1«,

where« is an error term. A similar form of a Taylor’s series
is available for functions of several variables~cf. Dai et al.,
1996; Hildebrand, 1976!. For an l-dimensioned vectorX in
the regionX5Xo , the Taylor’s series expanded only to the
first-order derivatives (N51) is given by

f ~X!5 f ~Xo!1(
i 51

l
] f

]Xi
U

X5Xo

~Xi2Xoi!1«. ~1!

Note that in Eq.~1! the summation is across the elements of
the vectorX, not across higher derivatives. Higher-order de-
rivatives and their interactions are present in the error term,
«.

Dai et al. @1996; their Appendix—the current Eq.~1! is
their Eq.~A1!# recognized that this form of the Taylor’s se-
ries is the linear approximation assumed in perturbation stud-
ies; i.e.,D5(b iXi . This can be appreciated by replacing

d f

dXi
U

X5Xo

with b i . The termf (Xo) is an additive constant which has
no impact on relative weights. Thus, estimates of relative
weights generated using correlation coefficients are also es-
timates of the first derivative of the decision rule in the re-
gion X5Xo . Due to the presence of the error term,«, the
correlation coefficient is not assured to provide an accurate
estimate of the derivative off.

The approximation used by Daiet al. ~1996!, i.e., that
estimates of relative weights derived using correlation coef-
ficients provide the derivative of the underlying decision
rule, is very general. For example, consider a decision rule of
the formD5(((a iXi

n)k)m

rT,Xi
'
}

]D

]Xi
U

X5Xo

5mS ( ~a iXoi
n !kD m21

•nk•a i
kXoi

nk21, ~2!

where the symbol}
' implies that the derivative is approxi-

mately proportional to the correlation coefficient~propor-
tionality misses due to the presence of the error term«!. For
psychophysical perturbation studies,Xo is the mean of the
vector X, so eachXoi is the mean of random variableXi .
Equation~2! provides considerable information regarding the
relation between the estimated weights, the true weights, and
the impact of the nonlinearity. Note that the first two terms,
m(((a iXoi

n )k)m21 andnk, are constants. Thus, Eq.~2! may
be rewritten as

rT,Xi
'
}

]D

]Xi
U

X5Xo

}a i
kXoi

nk21. ~2a!

There are several implications of Eq.~2a!. First, note
that m does not appear in Eq.~2!. This means thatm has no
impact on the relation between the estimated and true
weights. Second, becausen raisesXi but nota i , if the Xi are
equal and ifk51, relative weights will be proportional to the
true weights. Whenk has a power other than 1, the estimated
relative weights are not likely to be predictive of the true
weights becausea i is directly raised to the powerk.

Equation~2a! also provides potential psychophysical ap-
plications. For example, taking the logarithm of both sides of
Eq. ~2a! yields

log~rT,Xi
!'k log~a i !1~nk21!log~Xoi!, ~2b!

where the symbol' indicates that the two sides of the equa-
tion are known to within an additive constant~the logarithm
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shifts the proportionality to additivity;« is assumed to be
small, and so is treated as an additive constant!. Imagine that
a psychophysical experiment is repeated for several different
values of the stimulus vectorX. To the degree that the func-
tions relating log(rT,Xi

) and log(Xi) are linear, the slope of the
line provides an estimate ofnk-1. Note thatn and k are
present as a product. If both theXi and thea i are systemati-
cally varied,n andk can be separated. In most experiments,
however, the experimenter can control theXi but not thea i ,
and so Eq.~2b! provides an estimate of the productnk.

As demonstrated by considering the decision ruleD
5(((a iXi

n)k)m, the method used by Daiet al. @1996; Eq.
~2b!# provides substantial information regarding the relation
between estimated and true weights. Moreover, this method
provides potential procedures by which tests for nonlineari-
ties may follow~e.g., Daiet al., 1996!. One issue to be con-
sidered is the magnitude of the error term,«. When the de-
cision rule includes high-order nonlinearities, or when the
range of stimulus perturbations applied by the experimenter
is large@thus increasing the magnitude ofX2Xo in Eq. ~1!#,
the error term may be large. As a point of comparison, in the
next section exact solutions are presented for several values
of n, k, and m when the decision rule is given byD
5(((a iXi

n)k)m.

III. n, k, OR mÄ2; kÄ3; ANALYTIC SOLUTIONS

For a decision variable of the formD5(((a iXi
n)k)m,

where n, k, and m are positive integers, it is relatively
straightforward, if arduous, to derive the relation between the
estimated and true weights. It is assumed that theXi are
independent, of equal variance, and normally distributed. It
is mathematically advantageous to consider the relative
weights in terms of the covariance betweenXi andD rather
than the correlation betweenXi and T. In Appendix A it is
shown that cov(Xi ,D) and rXi ,T are proportional. This
means that effects of nonlinearities on the psychophysically
derivablerXi ,T are proportional to the effects of nonlineari-
ties on the nonobservable, but mathematically tractable,
cov(Xi ,D). In Appendix B, four~n, k, m! combinations are
considered:~2,1,1!, ~1,2,1!, ~1,1,2!, and~1,3,1!

n52: D5( a iXi
2,

rXi ,T}cov~Xi ,D !5a im i~2s2!. ~3a!

k52: D5( ~a iXi !
2,

rXi ,T}cov~Xi ,D !5a i
2m i~2s2!. ~3b!

m52: D5S ( a iXi D 2

,

rXi ,T}cov~Xi ,D !5a i S 2s2( ~a jm j ! D . ~3c!

k53: D5( ~a iXi !
3,

rXi ,T}cov~Xi ,D !5a i
3m i

2~3s2!1a i
3~3s4!. ~3d!

When them i are equal, the correlation coefficient pro-
vides accurate relative estimates of the true combination
weights (a i) whenn or m52. This result is apparent in Eqs.
~3a! and ~3c! because whenm i5m the correlation coeffi-
cients are proportional toa i . For k52 ~or k53!, thea i are
squared~cubed! so the relative weights are not accurately
estimated by a linear model. When the means are unequal,
the correlation coefficients provide accurate relativea i ’s
only whenm52 @Eq. ~3c!#. This is because whenm52 the
correlation coefficient depends on the summed means, not
the individual means.

The results shown in Eq.~3! may be directly compared
with results estimated using a Taylor’s series and first-order
derivatives@cf. Dai et al., 1996, Eq.~2! above#. For the same
four ~n, k, m! combinations, Eq.~2! becomes

n52: D5( a iXi
2,

]D

]Xi
52a iXoi . ~4a!

k52: D5( ~a iXi !
2,

]D

]Xi
52a i

2Xoi . ~4b!

m52: D5S ( a iXi D 2

,
]D

]Xi
52a i S ( a jXo j D .

~4c!

k53: D5( ~a iXi !
3,

]D

]Xi
53a i

3Xoi
2 . ~4d!

For n, k, andm of 2, the relation between the true weights
(a i) and relative weights is essentially the same regardless
of the means of estimating the relative weights~either as
rXi ,T or ]D/]Xi!. This is not surprising because the higher-
order derivatives of the Taylor’s series are constant whenn,
m, or k is set to 2.

For k53 the impact of the error term becomes apparent;
comparing Eqs.~3d! and ~4d!, the error term includes the
added factor ofa i

3(3s4). If the range of perturbation is
small, i.e.,s2 is small, or if theXi have large mean values,
this added term will have little impact. When theXi have
mean values near zero, the correlation coefficient is mostly
driven by the error term, and so the estimate provided by Eq.
~4d! is a poor one. This is because the derivative of a simple
cubic is a quadratic with a minimum of zero at zero, and the
slope is positive for values ofx slightly off-zero. As a result,
the correlation coefficient or any otherestimateof the slope
in the region of the minimum is biased toward positive num-
bers.

IV. COMPUTER SIMULATIONS

Computer simulations were run to evaluate the relation
between estimated and true weights for a nonlinear decision
variable of the formD5(((a iXi

n)k)m. Values ofn, k, andm
ranged from 0.25 to 3. Expanding the results shown in Eqs.
~3c! and ~4c!, simulations indicated that the value ofm has
no impact on the relation between estimated and true
weights. Thus, results are shown only for the decision vari-
ableD5((a iXi

n)k.
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A. Methods

Computer simulations were run usingMATLAB 5.3 ~Math
Works, 1996!. Four normally distributedXi were tested. The
Xi either had means of@40, 50, 30, 40# or @0.1, 2, 1, 0.1#. The
former case mimics values that might be encountered in
yes–no tasks~i.e., the stimulus values are large positive
numbers! and the later case mimics the situation in a two-
interval, forced-choice task~where theXi are differences be-
tween stimuli!. EachXi had a variance of 1. Four thousand
four-dimensional ‘‘stimulus’’ vectors were generated, and the
response to each sample was either 0 or 1, depending on
whether the value ofD fell short of or exceeded the criterion,
respectively. The criterion was an estimate of the mean ofD.
Other criteria were also tested and the results were essen-
tially the same. The correlation between simulated responses
and each of the fourXi across all trials was the basis of the
estimated weights. The true weights are$0.5, 1, 1.5, 2%. The
statistic considered below is the proportion of variance in the
true weights accounted for by the estimated relative weights.

B. Simulation results

Figure 1 shows the proportion of variance in the true
weights accounted for by the estimated linear weights for
two conditions: (n,k)5(n,1) and (1,k). n and k took on
values ranging from 0.25 to 3 in steps of 0.25. The top panel
shows changes inn and the bottom panel shows changes in
k. The dashed line shows the relative weights estimated using
computer simulations~correlation coefficients scaled so that

the maximum is 1!, and the solid line shows results for rela-
tive weights estimated using Eq.~2! ~with m51!. The means
of the Xi were @40, 50, 30, 40#.

First, consider the simulation results shown in Fig. 1
~dashed line!. When the decision variable is linear, the rela-
tive weights reflect the true weights~n, k51; proportion of
variance accounted for is near 1!. Whenn deviates from 1,
an effect ofn is apparent~top panel!. For equal-meanXi ~not
shown! the magnitude ofn has no impact on the relation
between the true and relative weights. These simulation re-
sults parallel the analytical result derived forn52 @Eq. ~3a!#.

Regardless of whether the means are equal~not shown!
or unequal~bottom panel of Fig. 1!, k’s other than 1 lead to
mismatches between true and estimated weights. This result
is apparent in the analytical results fork52 andk53 @Eqs.
~3b! and ~3d!#.

The solid lines show relative weights derived using first-
order derivatives@Eq. ~2!#. The Taylor’s series approxima-
tion and the results generated using computer simulations of
the actual decision rule are very similar. Thus, the proportion
of the variance in the true weights accounted for by esti-
mated relative weights is essentially the same whether the
estimated relative weights are derived using computer simu-
lations ~dashed lines! or first-order derivatives~solid lines!.

When the differentXi have a smaller range of expected
values, e.g.@40, 42, 38, 40# rather than the@40, 50, 30, 40#
values used for Fig. 1, errors in relative weight estimations
are smaller. Using simulations similar to those described
above and means of@40, 42, 38, 40#, true weights were well
estimated when values ofk ranged from 1/3 to 3. This is of
interest because psychophysical experiments often introduce
only minor changes from equal-mean stimuli. For example,
if the threshold signal level leads to small changes in one or
more of theXi , little impact of the nonlinearity is expected
and relative weights estimated using a linear model are likely
to provide good estimates of the true combination weights.

Figure 2 shows results forXi ’s with means near zero:
@0.1, 2, 1, 0.1#. The results are substantially different from
those shown in Fig. 1. The proportion of variance in the true
weights accounted for by the relative estimated weight esti-
mates is low whennÞ1 or kÞ1. Additionally, relative
weights estimated using first-order derivatives are poor pre-
dictors of relative weights derived using correlation coeffi-
cients obtained from computer simulations~solid vs dashed
lines, respectively!. Additional simulations indicate that for
mean values near zero, the estimated weights vary substan-
tially depending on the particular choice of means. In most
simulations tested, the predictions were as poor as, or poorer
than, those shown in Fig. 2.

When theXi have near-zero means, a linear model fails
in estimating relative weights. In addition, the Taylor’s series
approximation poorly predicts the estimated relative weights.
There are two factors at work. First, when the means are
small, modest errors loom large. This is apparent in Eqs.
~3a!–~3d! in the product ofm i anda i . Second, for the non-
linearities considered here higher-order derivatives tend to
change rapidly in the region ofX50. This leads to relatively
large error terms~«!.

FIG. 1. The percentage of variance in the true relative weights that is ac-
counted for using the linear model is plotted as a function of the values ofn
~top panel! andk ~middle panel!. The dashed lines are for simulation results
and the solid lines are for the Taylor’s series approximation@Eq. ~2!#. The
parametersn andk refer to the decision variableD5((a iXi

n)k.
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V. DISCUSSION AND SUMMARY

Analytical and simulation results indicate that tests of
linearity can be achieved by varying signal levels. This is the
approach tested by Daiet al. ~1996!, who used correlation
methods to examine decision nonlinearities. Another ap-
proach is to compare weights estimated using equal-mean
and unequal-mean stimuli. A nonlinearity is indicated if rela-
tive weights vary with changes in means. For the detection of
a tone added to a masker, shifts in relative weights associated
with changes in mean~the addition of the signal! are notably
present in Ahumada and Lovell~1970! and Matiasek and
Richards~1999!, but not in Richards and Buss~1996!.

There is little cost in studying various stimulus levels to
test for linearity. For a linear model the number of trials, not
the distribution of signal levels, dictates the accuracy of the
estimated relative weights. This suggests that tests such as
those allowed by Eq.~2a! are empirically tractable.

For the nonlinearity considered in detail,D
5(((a iXi

n)k)m, if the Xi have equal means the linear
method accurately estimates the true combination weights
(a i) whenk51 and then andm take on values other than 1.
If the means are unequal,n’s other than unity generate inac-
curate relative weights. ForkÞ1, the weights estimated us-
ing a linear model and thea i are not proportional because
the powerk is directly applied to thea i .
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APPENDIX A: PROPORTIONALITY OF rXj ,T AND rXj ,D

ConsiderrXj ,D5cov(Xj ,D)/Avar(Xj )var(D)5cov(Xj ,
D)/s jsD . For D5(b iXi , cov(Xj ,D)
5( i 51

n b i cov(Xj ,Xi)5( iÞ jb i cov(Xj ,Xi)1b j cov(Xj ,Xj ).
By independence, cov(Xj ,Xi)50 when iÞ j . Noting
cov(Xj ,Xj )5var(Xj ) yields rXj ,D5b js j

2/s jsD5b js j /
sD . Richards and Zhu~1994; Theorem 1! showed that
the correlation between the observers’ responses,T, and
Xj is given by rXj ,T5(1/A2p)(1/Apq)(b js/sD)

3e2(1/2)(k2mD)2/sD
2
, wherep and q are the binomial prob-

abilities andk is the criterion.
At present it is assumed that the var(Xj ) are equal for all

j. As a result, the ratio ofrXj ,D andrXj ,T does not depend
on j, and so the two correlation coefficients are proportional
to one another. The assumption of equal variance also leads
to the proportionality of cov(Xj ,D) andrXj ,D . Thus, factors
effecting cov(Xj ,D) have a parallel impact onrXj ,T . In Ap-
pendix B, the easier computation, based on cov(Xj ,D), is
considered.

APPENDIX B: cov „Xi ,D… FOR mÄ1, kÄ2, AND nÄ2

The correlation method assumes a decision variable of
the formDL5((b iXi). If DL exceeds the criterion, the ob-
server is assumed to respond, ‘‘signal;’’ otherwise a ‘‘no sig-
nal’’ response is provided. Denoting the responses to various
stimulus samples in a vectorT, the relative weights are de-
rived by correlating, for eachj, Xj , andT. Here, we consider
decision variables of the formD5(((a iXi

n)k)m. As indi-
cated in Appendix A, it is assumed theXj are independent
and of equal variance. As a result one obtains the same esti-
mates of relative weights for the correlation betweenXj and
T ~psychophysically available variables! and the covariance
betweenXj andD. Here, the latter approach is used.

The covariance between D, defined by D
5(((a iXi

n)k)m, andXi for the case of equal variance across
i and forn, k or m52 ~the other parameters being set to 1! is
derived below. Initially, various expected values,E(Xj

2),
E(Xj

4), etc., are derived. The resulting expected values allow
the derivation of the covariances of interest.

1. Expected values

If Xj;N(m j ,s2) the moment generating function is
given by:f(t)5e(m j t1@s2t2/2#) ~e.g., Ross, 1989!. By defini-
tion, the expected value forXj

n is given by

E~Xj
n!5]nf~ t !/]tnu t50 .

For powers of 1–4, the expected values are

]f~ t !

]t
5f8~ t !5~m j1s2t !e~m j t1@s2t2/2# !

5~m j1s2t !f~ t !,

so

FIG. 2. As Fig. 1, except the means of theXi are near zero.
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E~Xj !5
]f~ t !

]t U
t50

5m j . ~B1!

]2f~ t !

]t2 5f9~ t !5s2f~ t !1~m j1s2t !f8~ t !,

so

E~Xj
2!5

]2f~ t !

]t2 U
t50

5s21m j
2. ~B2!

]3f~ t !

]t3 5f-~ t !5s2f8~ t !1s2f8~ t !1~m j1s2t !f9~ t !

52s2f8~ t !1~m j1s2t !f9~ t !,

so

E~Xj
3!5

]3f~ t !

]t3 U
t50

53s2m j1m j
3. ~B3!

]4f~ t !

]t4 52s2f9~ t !1s2f9~ t !1~m j1s2t !f-~ t !

53s2f9~ t !1~m j1s2t !f-~ t !,

so

E~Xj
4!5

]4f~ t !

]t4 U
t50

53s416s2m j
21m j

4. ~B4!

2. Covariances

Next, the covariance betweenXj andD is derived. Re-
call the general form of the decision variable isD
5(((a iXi

n)k)m.

~i! D5(a iXi
2 n52; k51; m51.

Consider cov(D,Xj )5cov((a iXi
2,Xj )5(a icov(Xi

2,
Xj )5(a i@E(Xi

2Xj )2E(Xi
2)E(Xj )#. Due to indepen-

dence ~cf. Ross, 1989!, this becomes
( iÞ j a i @E(Xi

2)E(Xj ) 2 E(Xi
2)E(Xj )# 1 a j @E(Xj

3)
2E(Xj

2)E(Xj )#. The first term is zero. Substituting
expected values from Eqs.~B1!–~B3!, yields cov(D,
Xj )5a j@3s2m j1m j

32s2m j2m j
3#5a jm j (2s2).

~ii ! D5((a iXi)
2 n51; k52; m51.

Note that cov(D,Xj )5cov((a i
2Xi

2,Xj )5(a i
2cov

(Xi
2,Xj ). This is identical to~i! above, save for the

presence ofa i
2 rather thana i . The steps used above

yield: cov(D,Xj )5a j
2m j (2s2). Thus, for this case,

cov(D,Xj ) is not proportional toa j , but toa j
2.

~iii ! D5((a iXi)
2 n51; k51; m52.

Here, cov(D,Xj )5cov((( ia iXi)
2,Xj )5cov(( ia i

2Xi
2

12( i(k. ia iakXiXk ,Xj )5(a i
2cov(Xi

2,Xj )
12( i(k. ia iakcov(XiXk ,Xj ). From ~ii ! above the
first term is given by(a i

2cov(Xi
2,Xj )5a j

2m j (2s2).
Next, consider the second term. WheniÞ j Þk,
cov(XiXk ,Xj )50, so one need only consider
cov(XiXj ,Xj ), meaning that cov(( i(k. ia iakXiXk ,
Xj ) becomes cov(( ia ia jXiXj ,Xj ). By the inde-
pendence of i and j, cov(XiXj ,Xj )5E(XiXjXj )
2E(XiXj )E(Xj )5E(Xi)E(Xj

2)2E(Xi)E(Xj )E(Xj )
5E(Xi)E(Xj

2)2E(Xi)E(Xj )
25E(Xi)@E(Xj

2)
2E(Xj )

2#5m is
2.

Combining terms cov(D,Xj )5cov(((a iXi)
2,Xj )

5a j
2m j (2s2)12( iÞ ja ia jm is

252a js
2((a im i), or

cov(D,Xj )5a j2s2(a im i .
~iv! D5((a iXi)

3 n51; k53; m51.
Note that cov(D,Xj )5cov((a i

3Xi
3,Xj )5(a i

3cov
(Xi

3,Xj ). This is similar to~i! and~ii ! above. Follow-
ing the same logic, cov(D,Xj )5a j

3@E(Xj
4)2E(Xj

3)E
(Xj )# or cov(D,Xj )5a j

3m j
2(3s2)1a j

3(3s4).

1For Yi5Xi
2, the expected value and variance ofYi may be determined

using results of Appendix B.E(Yi)5E(Xi
2)5s21m i

2, and var(Yi)
5E(Yi

2)2E(Yi)
25E(Xi

4)2E(Xi
2)252s214s2m i
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Modeling the influence of inherent envelope fluctuations
in simultaneous masking experimentsa)
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Masked thresholds are measured and simulated for bandpass-noise signals ranging in bandwidth
from 4 to 256 Hz in the presence of a masking bandpass noise also ranging in bandwidth from 4 to
256 Hz. Signal and masker are centered at 2 kHz. To investigate the role of temporal processing in
simultaneous masking, simulations were performed with the modulation-filterbank model by Dau
et al. @J. Acoust. Soc Am.102, 2906–2919~1997!#. For a fixed masker bandwidth, thresholds are
independent of the signal bandwidth as long as the signal bandwidth does not exceed the masker
bandwidth and thresholds decrease with increasing masker bandwidth in those conditions. A simple
modulation-low-pass filter~energy integrator! would be sufficient to describe the experimental
results in those conditions. In contrast, the processing by a modulation filterbank is necessary to
account for the conditions of ‘‘asymmetry of masking,’’ where thresholds for signals with
bandwidths larger than the masker bandwidth are much lower than those for the reversed condition.
In those conditions, the modulation-filterbank model is able to use the inherent higher modulation
frequencies of the signal as an additional cue. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1430690#

PACS numbers: 43.66.Fe, 43.66.Ba, 43.66.Dc@MRL#

I. INTRODUCTION

Fletcher~1940! proposed a model to describe detection
thresholds in spectral masking experiments. This model,
known as the power-spectrum model assumes~i! that the
peripheral auditory system consists of a bank of overlapping
critical-band filters, and~ii ! that the thresholds are deter-
mined by the overall long-term energy of the masker in the
peripheral filter centered at the signal frequency. Thus, a
power-spectrum model is not sensitive to variations of the
temporal structure of signal and masker. However, several
experiments in the literature indicate that the temporal prop-
erties of the stimuli may affect the detection thresholds.

For example, several authors have reported a decrease in
the intensity difference limen for bandpass-noise signals with
increasing bandwidth for subcritical bandwidth~e.g.,
Zwicker, 1956a; Bos and de Boer, 1966; Zwicker and Fastl,
1999; Buus, 1990!. The same trend is observed for masked
thresholds of a pure tone spectrally centered in the bandpass-
noise masker~e.g., Bos and de Boer, 1966; Kohlrauschet al.,
1997; van de Par and Kohlrausch, 1999!.

A power-spectrum model would predict a constant
threshold independent of the noise bandwidth. Zwicker
~1956a! and de Boer~1962! suggested that the statistical
properties of the envelope fluctuations of narrow-band noise
explain the increased thresholds. De Boer~1966! showed
that a model which analyzes the energy distribution, i.e., the
mean and standard deviation of the energy, can account for

intensity discrimination of fluctuating signals. According to
de Boer’s model, the increase in threshold with decreasing
bandwidth is a consequence of the increase in the standard
deviation of the energy~relative to the mean! with decreas-
ing bandwidth.

Another phenomenon, which cannot be described by the
power-spectrum model, is related to the difference in the
masking properties of a bandpass noise and a sinusoid. Sev-
eral studies concerning spectral masking have persistently
shown that the amount of masking produced by sinusoidal
maskers is less than that obtained for bandpass-noise
maskers~Egan and Hake, 1950; Greenwood, 1961; Hellman,
1972; Hirshet al., 1950; Zwicker, 1956b; Young and Wen-
ner, 1967; Mooreet al., 1998!. Especially puzzling was the
result that the different masking properties of noise and si-
nusoids were still observed when the bandwidth of the noise
did not exceed the critical bandwidth and its center fre-
quency was equal to the frequency of the sinusoid. For ex-
ample, Hellman~1972! found that a bandpass-noise signal
with a subcritical bandwidth is audible at signal-to-masker
ratios as low as220 to 230 dB when it is masked by a
sinusoid at the center frequency of the noise signal. In the
reversed condition, with a sinusoidal signal and a bandpass-
noise masker, the signal is audible at a signal-to-masker ratio
as high as24 dB. These values are comparable to those
reported by Greenwood~1961, 1971! and more recently by
Hall ~1997! and Mooreet al. ~1998!.

Hall ~1997! investigated this asymmetry of masking for
a combination of signal and masker bandwidth ranging from
256 to 0 Hz, i.e. a sinusoid. The center frequency of the
stimuli was 1 kHz. Using frozen-noise stimuli, Hall~1997!
found that thresholds decreased markedly with increasing
signal bandwidth when the signal bandwidth was larger than

a!Part of this work was presented at the joint ASA-EAA meeting, 1999,
Berlin, Germany.

b!Current address: Center for the Neural Basis of Hearing, The Physiological
Laboratory, University of Cambridge, Downing Street, Cambridge CB2
3EG, United Kingdom.
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the masker bandwidth, whereas thresholds were essentially
independent of signal bandwidth when it was equal or
smaller than the masker bandwidth. Hall~1997! concluded
that the detection is based on the long-term average energy
as long as the bandwidth is equal to or less than the masker
bandwidth, but that other cues are utilized when the signal
bandwidth exceeds the masker bandwidth. He suggested that
a model which operates on the temporal structure of the
stimuli may account for the results. However, no simulations
were performed to test this hypothesis.

In the present study, an experiment is performed which
is similar to the experiment conducted by Hall~1997!. In
contrast to Hall’s experiment, signal and masker have a
higher center frequency and are running-noise signals~in-
stead of frozen noise as used in Hall’s study!. A difference
between Hall’s data and the data in the present study may
already be expected for the equal-bandwidth condition, since
Buus ~1990! found that the level-discrimination thresholds
for bandpass running noise with subcritical bandwidth can be
significantly higher than those for frozen noise~see Sec. IV!.
In the present study, running noise is primarily used to pre-
vent the subjects from using a cue related to the specific time
structure of the signals. This may be especially important for
conditions where the envelope fluctuation could provide ad-
ditional signal information, as hypothesized by Hall~1997!
for conditions where the signal bandwidth exceeds the
masker bandwidth. In addition, by using running noise, it is
possible to investigate the influence of energy fluctuations on
the intensity difference limen within the same experiment.

The experimental results are compared to simulated data
obtained with the modulation-filterbank model proposed by
Dau et al. ~1997a!. It has been shown that this model can
describe modulation detection and masking experiments
~Dau et al., 1997a, b!, as well as spectral masking experi-
ments with sinusoidal signals and noise maskers~Verhey,
1999; Verheyet al., 1999; Derleth and Dau, 2000!.

II. MODEL STRUCTURE

The model consists of several preprocessing stages. The
first stage of the model is the linear gammatone-filterbank
model of Pattersonet al. ~1987!. The signal at the output of
each peripheral filter is half-wave rectified and low-pass fil-
tered at 1000 Hz. Thus, at high center frequencies only the
signal envelope is further processed. A chain of five consecu-
tive nonlinear feedback loops is incorporated~Püschel, 1988;
Dau et al., 1996! to account for adaptation and compression
in the auditory system. A linear modulation filterbank further
analyzes the amplitude fluctuations of the envelope. As pro-
posed by Verheyet al. ~1999!, the center frequency of the
highest modulation filter is set to a quarter of the center
frequency of the respective peripheral filter. The frequency
selectivity for modulation frequencies is based on physi-
ological findings ~Langner and Schreiner, 1988! and psy-
choacoustical data from modulation-masking and
modulation-detection studies~Houtgast, 1989; Dauet al.,
1999!. To model a limit of resolution, an internal~Gaussian!
noise with a constant variance was added to the output of
each modulation channel. A multichannel version of the
model is used, where information from peripheral filters in

an octave range around the center frequency of the stimuli is
combined across frequency. An optimal detector is used as
the decision device that combines the information across
time, center frequency of the peripheral filter, and center fre-
quency of the modulation filter. In the decision process, a
stored temporal representation of the signal to be detected
~the template! is compared with the actual activity pattern by
calculating the unnormalized cross correlation between the
two temporal patterns~Dauet al., 1996, 1997a!. This is com-
parable to a ‘‘matched filtering’’ process. The template is
derived once at a clearly suprathreshold signal value. The
idea is that at the beginning of an experiment the signal is
usually presented at a highly detectable level where the sub-
ject is assumed to be able to get an ‘‘image’’ of the signal. A
detailed description of the model is given in Dauet al.
~1997a, b!.

III. METHODS

A. Procedure

A three-interval, forced-choice procedure~3 IFC! was
used for measurements and simulations. A trial consisted of
three intervals separated by 500 ms of silence. Two intervals
contained the masker alone, and one randomly chosen inter-
val contained the masker plus signal. The subject’s task was
to indicate the signal interval by pressing the corresponding
key on a keyboard. Feedback was provided after each trial.
The level of the signal was varied adaptively according to a
1-up, 2-down procedure. A single run of the adaptive proce-
dure consisted of 14 reversals. The step size was 8 dB for the
first two reversals, reduced to 4 dB for the following two
reversals, and set to 2 dB for the rest of ten reversals that
made up one run. The threshold was determined by calculat-
ing the median of the levels during these ten reversals. The
final threshold estimate was taken as the mean over three
runs.

B. Stimuli and apparatus

Bandpass-filtered Gaussian-noise stimuli arithmetically
centered at 2 kHz was used as masker and signal. The band-
width of signal and masker was 4, 16, 64, and 256 Hz. All
combinations of masker and signal bandwidth were tested.
The masker duration was 700 ms. The signal had a duration
of 500 ms and was temporally centered in the masker. Cosine
ramps of 100 ms were applied to the masker and the signal.
Both signal and masker were randomly cut out from fixed
long noise waveforms which were generated separately for
signal and masker at the beginning of each experiment. To
generate the long bandpass-noise stimuli, a 4-s-long broad-
band noise was digitally filtered by~i! calculating the Fourier
transform of the 4-s-long broadband noise;~ii ! setting the
Fourier components to zero outside the desired passband;
and ~iii ! calculating the inverse Fourier transform. Thus, the
resulting noise waveform had a periodicity of 4 s. The over-
all level of the long masker waveform was 70 dB SPL.

Thresholds are expressed in terms of signal-to-masker
ratio, i.e., the overall intensity of the long signal waveform
relative to the overall intensity of the long masker waveform.
Note that the level of the 4-s-long masker waveform was

1019J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Jesko L. Verhey: Modeling envelope fluctuations in masking



fixed while the level of each realization of the 700-ms-long
masker undergoes some fluctuations~cf. Sec. V C!. Similar
level variations occur for the signal realizations.

The stimuli were generated digitally with a sampling
rate of 32 kHz. Stimulus generation and presentation were
controlled by a Silicon Graphics workstation~INDY !, which
also sampled the listener’s responses and controlled the pro-
cedure. The software packageSI, which was developed at the
University of Göttingen, was used for signal generation and
controlled the experiments. The stimuli were converted into
analog signals with the on-board 16-bit D/A converter, and
then preamplified and low-pass filtered at 16 000 Hz with a
computer-controlled audiometric amplifier. The subjects sat
in a double-walled, sound-attenuating booth. The stimuli
were presented diotically via Sennheiser HD 25 headphones.

C. Subjects

Four subjects~three male, one female! participated in
the experiment. One of them was the author JV. The author
had extensive prior listening experience in spectral masking
experiments. The other three subjects~JD, MT, OW! were
inexperienced listeners. The subjects ranged in age from 24
to 29. One subject~MT! was paid for her participation in the
experiments. All subjects had normal hearing~absolute
threshold in quiet<15 dB HL! and no previous history of
any hearing problems. All listeners received training before
any data were recorded. At the beginning of the experiment,
subjects were instructed to detect the sound which was per-
ceived as being different from the other two stimuli in an
interval and practice trials were run with all combinations of
the two extreme signal bandwidths with the two extreme
masker bandwidths. Already after a few trials~usually less
than ten!, all subjects reported no difficulties concerning the
~different! detection cues in the different conditions. None of
the subjects showed a learning effect, i.e., a progressive de-
crease in thresholds with increasing number of runs.

IV. RESULTS

Figure 1 shows individual data and intraindividual stan-
dard deviations for four subjects~upper and middle panels!,
mean data across subjects, and interindividual standard de-
viations ~lower left panel! and simulated data~lower right
panel!. The figure shows the signal-to-masker ratio in dB as
a function of the masker bandwidth. The parameter is the
signal bandwidth: 4 Hz~circles!, 16 Hz ~triangles!, 64 Hz
~squares!, and 256 Hz~diamonds!.

In general, for all signal bandwidths larger than 4 Hz,
two observations can be made:~i! For signal bandwidths less
than or equal to a given masker bandwidth, thresholds do not
depend on the signal bandwidth;~ii ! For signal bandwidths
larger than the masker bandwidth, threshold decreases with
increasing signal bandwidth. Thus, an asymmetry of masking
can be observed for all bandpass-noise combinations with
different bandwidths, and masking asymmetry increases with
increasing bandwidth difference. In the present study, the
largest asymmetry~24 dB! is found for the 4-Hz bandpass-

noise signal masked by a 256-Hz broad masker compared to
the reversed condition, i.e., 256-Hz-wide bandpass noise
masked by a 4-Hz-wide bandpass noise.

For three of four subjects, thresholds for a signal band-
width of 4 Hz decrease slightly with increasing masker band-
width ~subject JV, MT, JD!, whereas for one subject~OW!,
thresholds are independent of the masker bandwidth. On av-
erage, the threshold for a signal bandwidth of 4 Hz is 3 dB
for a masker bandwidth of 4 Hz and22 dB for a masker
bandwidth of 256 Hz. The corresponding level increment,
10 log(IS1M /IM), is approximately 4.7 dB for the masker
bandwidth of 4 Hz and 2.1 dB for a masker bandwidth of
256 Hz.1 This corresponds to data in the literature for tonal
signals masked by bandpass noise with different bandwidth
~e.g., Bos and de Boer, 1966!. In the present study, a similar
decrease in threshold with increasing bandwidth as found for
the 4-Hz signal is also observed for conditions where signal
and masker have the same bandwidth. This finding is in
agreement with the decrease in intensity difference limen
with increasing bandwidth that is observed for subcritical
bandpass-noise stimuli~e.g., Buus, 1990!.

Buus~1990! obtained a difference limen of about 3 to 4
dB for a 50-Hz bandpass running noise at 60 and 90 dB SPL.
It was about 1 dB less for the 150-Hz bandpass noise, which
is comparable to the difference limens obtained in the
present study~see above!. The difference limens in the
present study are higher than those in Hall~1997!. The dif-
ference between the level discrimination thresholds in the

FIG. 1. Masked threshold of a bandpass-noise signal masked by a bandpass-
noise masker as a function of masker bandwidth. Parameter is the signal
bandwidth: 4 Hz~s!, 16 Hz ~n!, 64 Hz ~h!, and 256 Hz~L!. Upper and
middle panels: individual data for four normal-hearing subjects. Lower right
panel: Mean data and interindividual standard deviation across the four sub-
jects. Lower right panel: Simulated data obtained with a multi-~peripheral-!
channel model with a modulation filterbank.

1020 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Jesko L. Verhey: Modeling envelope fluctuations in masking



two studies amounts to about 1.5 to 2.5 dB with the tendency
to decrease towards larger bandwidths. This difference is
probably due to the use of running noise in the present study,
whereas Hall used frozen noise. In fact, Buus~1990! ob-
tained 1.5-dB higher thresholds for a 90-dB, 50-Hz broad
bandpass noise when he used running noise instead of frozen
noise. He also found a decreasing effect of the statistics on
the thresholds with increasing bandwidth in agreement with
the present data.

The thresholds for the conditions where the signal band-
width exceeds the masker bandwidth are not systematically
different from the data in Hall~1997!. For example, 5-dB
higher thresholds are measured in the present study com-
pared to Hall’s data for 16-Hz-wide signal in a 4-Hz-wide
masker, whereas about 5-dB lower thresholds are obtained
for a 64-Hz-wide signal in a 4-Hz-wide masker. The differ-
ence between the results of the two studies is probably due to
interindividual differences that are larger for conditions
where the signal bandwidth exceeds the masker bandwidth
than for the reversed conditions. However, in general, the
threshold pattern in Hall~1997! is very similar to the pattern
in the present study.

The simulated thresholds~lower right panel! are in good
agreement with experimental results. An asymmetry of
masking can be predicted for all bandpass-noise combina-
tions. The predicted asymmetry increases with increasing
bandwidth difference of the stimuli. This is also seen in the
measured data. The lowest measured threshold~226 dB!,
obtained with a 256-Hz signal masked by a 4-Hz-wide band-
pass noise, can be predicted quantitatively by the model.
Furthermore, for signal bandwidths smaller than the masker
bandwidth, simulated thresholds decrease with increasing
signal bandwidth by about 5 dB, which agrees well with the
experimental data.

V. DISCUSSION

To investigate the role of inherent envelope fluctuations
of the masker and signal, simulations with a modulation-
filterbank model were performed and compared to experi-
mental data. It was shown that the model accounts for~i! the
decrease in threshold with increasing masker bandwidth for
signals with bandwidths less than or equal to that of the
masker; and~ii ! the low thresholds obtained when the signal
bandwidth exceeds the masker bandwidth~asymmetry of
masking!.

A. Role of modulation processing in asymmetry of
masking conditions

To account for asymmetry of masking, Hall~1997! pro-
posed that the temporal structure is utilized as an additional
cue for the detection of signals with bandwidths greater than
the masker bandwidth, whereas in the reversed condition~for
frozen stimuli! thresholds are consistent with the predictions
of the energy-detector model. In the model proposed by Dau
et al. ~1997a!, the temporal structure is analyzed by a modu-
lation filterbank. To quantify the effect of the modulation-
frequency selectivity in the model, simulations were per-
formed with a modified model where instead of an analysis
of the envelope with a modulation filterbank, only a low-

pass-filtered envelope is processed in each peripheral filter.
The cutoff frequency of the modulation-low-pass filter was 8
Hz. Figure 2 shows predicted thresholds obtained with this
modified model. The simulated threshold curves are nearly
independent of the signal bandwidth. This shows that a
model which is mainly based on the energy of the output of
the different peripheral filters is inadequate to account for the
data. Thus, the experimental data in the conditions of asym-
metry of masking can only be described with information
from modulation filters tuned to higher modulation rates.

To illustrate the detection cues in the different masking
conditions in the framework of the model, the difference
between the internal representation of signal plus masker and
that of the masker alone in the critical band at 2 kHz is
shown in Fig. 3 for two extreme conditions. In the upper
panel of the figure, the signal and the masker have the same
bandwidth of 4 Hz. In the lower panel, the signal bandwidth
is 256 Hz and the masker bandwidth is 4 Hz. In both condi-
tions, the signal level was 15 dB above the level of the
masker, i.e., in both conditions the signal was presented well
above threshold. The figure shows the internal ‘‘activity’’ as
a function of time and center frequency of the modulation
filters. The ordinate is scaled in model units~MU!.

The two activity patterns differ markedly. For a 4-Hz-
wide signal, the signal mainly activates the modulation-low-
pass filter. In addition, the onset~100 ms after masker onset!
and offset~600 ms after masker onset! of the signal are also
represented in the modulation filters centered at higher
modulation frequencies.2 In contrast, the activity pattern for
the 256-Hz-wide signal is dominated by high modulation
frequencies. This indicates that in conditions where the sig-
nal bandwidth is larger than the masker bandwidth, higher
modulation frequencies are probably used by the subject as
an additional cue. For Gaussian bandpass noise~as used in
the present experiment!, the envelope of the signal will fluc-
tuate with rates from 0 to the bandwidth of the noise~cf.
Lawson and Uhlenbeck, 1950; Dauet al., 1999!. Thus, in
conditions, where the signal bandwidth is larger than the
masker bandwidth, the modulation spectrum of the signal
will be broader than that of the masker. In these conditions,
the higher~unmasked! modulation frequencies of the signal
will offer an additional detection cue. In contrast, when the
signal bandwidth is smaller than the masker bandwidth, the
detection is mainly based on the energy within the critical
band filter, since the inherent envelope fluctuations of the

FIG. 2. Simulated thresholds obtained with a multi-~peripheral-! channel
version of the model with an 8-Hz modulation low-pass filter instead of a
modulation filterbank. Symbols are the same as in Fig. 1.
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signal are completely masked by the inherent envelope fluc-
tuations of the masker.

Note that the ability of the modulation-filterbank model
to describe asymmetry of masking is a consequence of the
modulation-frequency selectivity in the model. A model
which instead of a modulation filterbank combines the infor-
mation out of an ac-coupled modulation low-pass filter, as
proposed by Viemeister~1979!, with information of the over-
all energy in each critical band would not be able to describe
asymmetry-of-masking effects, since such an approach can-
not separate the higher inherent signal fluctuations from the
inherent masker fluctuations.

In the present study, only stochastic signals~bandpass
noises! were used for both signal and masker. In the first
studies concerning asymmetry of masking, the masking of a
tone by a narrow-band noise was compared to the reversed
condition, i.e., masking of a narrow-band noise by a tone
~e.g., Hellman, 1972; Greenwood, 1961, 1971; Mooreet al.,
1998!. However, the arguments delineated above also hold
for those conditions. In fact, Hellman~1972! and Moore
et al. ~1998! explained the asymmetry of masking between a
tone and a noise in a similar way. They argued that the lower
threshold for a noise signal in the presence of a sinusoidal
masker may be attributed to the availability of a within-
channel cue of fluctuations in level. In a recent study con-
cerning spectral masking patterns, Derleth and Dau~2000!
showed that the modulation-filterbank model is able to pre-
dict the asymmetry of masking between a 1-kHz tone

masked by a 80-Hz-wide bandpass-noise masker centered at
1 kHz compared to the reversed condition. Note that in order
to predict the lower threshold in the noise-in-tone condition,
it is crucial ~as it is in the present study! that energy and the
~ac-coupled! envelope are separate sources of information
for the auditory system. However, the data in Derleth and
Dau ~2000! could also be predicted by combining the infor-
mation of a energy detector with the output of an ac-coupled
low-pass-filter as proposed by Viemeister~1979!, since in the
noise-in-tone condition it is sufficient to use the information
that the noise envelope fluctuates over time, whereas the tone
has a flat envelope. Thus, in contrast to the present study, it is
not necessary to differentiate between the modulations of the
masker and those of the signal by means of a modulation
filterbank.

The arguments delineated above also hold for a similar
asymmetry, which was found when the masking of a two-
tone complex on a bandpass-noise signal spectrally centered
between the two tones was compared to the masking of noise
with a spectral notch on a sinusoidal signal spectrally cen-
tered in the notch~Patterson and Henning, 1977; Zwicker
and Fastl, 1999!. Although the shape of the masking patterns
in these two conditions was similar, the overall level in the
two-tone masking experiment was212 dB lower than in the
comparable notched-noise experiment. Again, when the sig-
nal is a noise, subjects will use the envelope fluctuation of
the signal as an additional cue. This cue is not available in
the ‘‘classical’’ notched-noise condition, where a tone is
masked by two bands of noise.

B. Role of off-frequency information

It is argued in the literature that in some spectral mask-
ing experiments the listener can extract useful information
from the stimulus out of~off-frequency! filters that are adja-
cent to the~on-frequency! filter at the signal frequency~e.g.,
Patterson and Nimmo-Smith, 1980; Leshowitz and Wight-
man, 1971; Schacknow and Raab, 1976!.

Hall ~1997! quantified the role of signal energy exciting
off-frequency filters for his experimental data concerning
asymmetry of masking. He showed that using the same pe-
ripheral filter form as used in the present study~gammatone
filter!, a small proportion of asymmetry of masking~about 6
dB! could already be predicted for the largest bandwidth
~256 Hz!. However, since Hall performed his experiment at 1
kHz this bandwidth is already considerably larger than the
critical bandwidth. In contrast, in the present study the
~broadest! bandwidth of 256 Hz is only slightly larger than
the critical bandwidth, expressed as an equivalent rectangu-
lar bandwidth~ERB!.3 Thus, even for the broadest band-
width, the energy falling into the off-frequency filters is very
small. In fact, as shown in Fig. 2, nearly the same thresholds
are obtained in the extreme conditions, i.e., for a 256-Hz-
wide signal masked by a 4-Hz-wide masker and a 4-Hz-wide
signal masked by a 4-Hz-wide masker. Thus, within the com-
plete multichannel modulation-filterbank model, the energy
in the off-frequency filters does not contribute to the pre-
dicted asymmetry of masking.

However, it is still possible that the temporal informa-
tion in off-frequency filters may contribute to the detectabil-

FIG. 3. Internal representation of the signal calculated as the difference
between the actual internal representation of the signal plus masker and the
stored mean internal representation of the masker alone. The upper panel
shows the internal representation of a signal with a bandwidth of 4 Hz; in
the lower panel the signal bandwidth was 256 Hz. In both conditions the
masker bandwidth was 4 Hz and the signal level was 15 dB above the
masker level of 70 dB SPL.
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ity of the signal in some condition. To quantify the role of
temporal off-frequency information, the simulations with the
complete model are compared to simulations with a single-
~peripheral-!channel version of the modulation-filterbank
model, where only the information from the single gamma-
tone filter tuned to the center frequency of the signals is
processed. Thresholds obtained with the single-channel ver-
sion of the model are shown in Fig. 4. There is a good quali-
tative agreement between the simulated and mean measured
data as shown in the lower left panel of Fig. 1. There is also
a good qualitative agreement between the simulated data of
the single-channel version and the multichannel version of
the model~lower right panel of of Fig. 1!. For signal band-
widths below or equal to 64 Hz, the differences between the
predictions of the single-channel version and the multichan-
nel version of the model are smaller than 3.5 dB. In contrast,
for the 256-Hz broad signal, a smaller decrease in thresholds
with decreasing masker bandwidth is predicted with the
single-channel version of the model compared to the multi-
channel model. For the smallest masker bandwidth, the
single-channel model predicts 9-dB higher thresholds than
the multichannel model. For a masker bandwidth of 64 Hz,
the difference still amounts to 5 dB. This indicates that for
the broadest signal bandwidth, the temporal information in
off-frequency filters contributes additional information in the
conditions where the signal bandwidth is larger than the
masker bandwidth.

C. Difference limen for narrow-band noise

Since the noise signals have a finite duration, they differ
in level compared to the long-term average level of the noise
~de Boer, 1966!. In fact, for the smallest bandwidth of 4 Hz,
the level of the different masker realizations can differ by as
much as 5 dB. In contrast, the level of the different realiza-
tions do not differ markedly~,2 dB! for the broadest band-
width of 256 Hz.4 Thus, the thresholds are measured in a
quasi-intensity-roving condition for small masker band-
widths, whereas for the 256-Hz condition, the masker has a
nearly constant level.

In Fig. 1, it was shown that the present model predicts a
decrease in thresholds with increasing bandwidth in condi-
tions where signal and masker had the same bandwidth, i.e.,
the model accounts for the increase in difference limen with
decreasing noise bandwidth. Interestingly, the model predic-
tions based only on the low-pass-filter output of the envelope

agree well with the data~Fig. 2!, indicating that processing
of modulations plays only a minor role in these experiments.
Thus, as in the analytical calculations by de Boer~1966!, the
increasing standard deviation of the energy with decreasing
bandwidth is the reason for the increasing threshold. How-
ever, in the present model the standard deviation of the signal
energy is not calculated explicitly as in de Boer~1966! ~see
Sec. I.!. Instead, the statistics was taken into account by
simulating the experiment, i.e., using the same stochastic
stimuli and the same psychoacoustical procedure as were
used in gathering the psychoacoustical data.

This explanation is in line with Buus~1990!. He argued
that, on the basis of the comparison of the data obtained with
frozen and running noise, at least for narrow bandwidth and
high levels, the level discrimination is almost entirely deter-
mined by the external statistics.

D. Possible role of modulation processing in level-
roving conditions

In order to reduce the salience of the energy difference
as a detection cue, Hall~1997! performed a second experi-
ment, where he randomly varied the intensity of the~frozen-
noise! stimuli in a 65-dB intensity range. He found a sub-
stantial increase in thresholds in conditions where signal and
masker have the same bandwidth. In contrast, thresholds
were not increased compared to the unroved condition for
signal bandwidths larger than the masker bandwidth. For sig-
nal bandwidths smaller than the masker bandwidth, the effect
of the level roving on the signal threshold decreases with
decreasing signal bandwidth.

A modulation-filterbank model should be able to account
for these findings. The model would predict an increase in
threshold in the level-roving conditions where masker and
signal have the same bandwidth, since in those conditions
detection in the model is based on energy changes. In con-
trast, no increase in threshold is expected when signal band-
width exceeds masker bandwidth, since level roving will not
affect the modulation-frequency content of the stimuli. Thus,
as in the unroved condition, the model will use the higher
modulation frequency of the signal as an additional cue~see
Sec. V A!. For signal bandwidths smaller than the masker
bandwidth, the higher amplitude of low-modulation frequen-
cies in the modulation spectrum of the signal-plus-masker
stimulus compared to that of the masker alone will contribute
to signal detection. The effect of level roving decreases as
the difference between masker bandwidth and signal band-
width increases, since the difference in the shape of the
modulation spectrum between the signal-plus-masker stimu-
lus and masker-alone stimulus becomes more salient. These
changes in modulation spectrum are not used in the unroved
condition, since the energy changes provide the most consis-
tent detection cue for signal bandwidths smaller than or
equal to the masker bandwidth in this condition~see Sec.
V C!.

In order to test if the modulation-filterbank model is able
to account for the roving effect, simulations~with a single-
channel model! were performed for signal bandwidths of 16
and 256 Hz and masker bandwidths of 16 and 256 Hz and
compared to the experimental data presented in Hall~1997!.

FIG. 4. Simulated data obtained with a single-~peripheral-! channel version
of the modulation-filterbank model. Symbols are the same as in Fig. 1.
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Frozen noise with the same center frequency, duration, and
gating as used in Hall~1997! were used in the simulations.
The frozen noise was either unroved or roved in a range25
to 15 dB. The predicted threshold difference between roved
and unroved condition is 7 dB when signal and masker have
the same bandwidth. This is comparable to the measured
difference of 6.8 dB for 16 Hz and 10.5 dB for 256 Hz~Hall,
1997!. For the condition where the signal bandwidth is dif-
ferent from the masker bandwidth~i.e., a 16-Hz-wide signal
in a 256-Hz-wide masker or a 256-Hz-wide signal in a 16-
Hz-wide masker!, a 0.5-dB difference between roved and
unroved condition is predicted. This predicted difference is
similar to the measured difference of20.8 dB for a 16-Hz-
wide signal in a 256-Hz-wide masker and 1 dB for the re-
versed condition in Hall’s data. In summary, the good corre-
spondence between predicted and measured data indicates
that the modulation-filterbank model is able to predict~i! the
large effect of masker-level roving on the thresholds in con-
ditions where the signal bandwidth is equal to the masker
bandwidth; and~ii ! the negligible effect of masker-level rov-
ing on the thresholds for considerably different signal and
masker bandwidths.

VI. SUMMARY AND CONCLUSIONS

The present study examined the ability of the
modulation-filterbank model to account for the influence of
inherent envelope fluctuations in simultaneous masking con-
ditions. The model accounts for the dependence of the inten-
sity difference limen on the bandwidth of the noise for sub-
critical bandwidths. In agreement with the data, it also
predicts the same thresholds for all signal bandwidths less
than or equal to the masker bandwidth. In those conditions
the random intensity fluctuations of the masker determine
thresholds. The present model accounts for the effect of the
masker intensity fluctuations by simulating the experiment
explicitly. It was shown that a modulation low-pass filter
~energy integrator! instead of a modulation filterbank is suf-
ficient to account for the data in those conditions. In contrast,
asymmetry of masking can only be predicted if the modula-
tion spectrum is analyzed. For signal bandwidths that exceed
the masker bandwidth, the modulation-filterbank model uses
the higher unmasked modulation frequencies of the signal as
an additional detection cue.
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1In contrast to Hall~1997!, the intensity of the masker with signalI M1S can
be calculated by adding the intensity of the signal alone,I S , and the masker
intensity I M because the stimuli are not correlated.

2The internal representation of the masker alone is similar to the represen-
tation shown in the upper panel of Fig. 3, since the masker bandwidth and

signal bandwidth are the same in this condition. The masker mainly excites
as the 4-Hz-wide signal the modulation-low-pass filter of the modulation
filterbank. Note that the signal is shorter and temporally centered in the
masker, i.e., the masker onset and offset response are before and after the
respective signal onset and offset responses.

3The ERB for a center frequency of 2 kHz is 240 Hz~Moore and Glasberg,
1983; Moore, 1997!. Note that the critical bandwidth in bark for a center
frequency of 2 kHz is 300 Hz~Zwicker and Fastl, 1999!. Thus, the broadest
bandwidth used in the present study~256 Hz! is slightly broader than the
bandwidth in ERB, but is still smaller than the critical bandwidth in bark at
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The ability of six human subjects to discriminate the velocity of moving sound sources was
examined using broadband stimuli presented in virtual auditory space. Subjects were presented with
two successive stimuli moving in the frontal horizontal plane level with the ears, and were required
to judge which moved the fastest. Discrimination thresholds were calculated for reference velocities
of 15, 30, and 60 degrees/s under three stimulus conditions. In one condition, stimuli were centered
on 0° azimuth and their duration varied randomly to prevent subjects from using displacement as an
indicator of velocity. Performance varied between subjects giving median thresholds of 5.5, 9.1, and
14.8 degrees/s for the three reference velocities, respectively. In a second condition, pairs of stimuli
were presented for a constant duration and subjects would have been able to use displacement to
assist their judgment as faster stimuli traveled further. It was found that thresholds decreased
significantly for all velocities~3.8, 7.1, and 9.8 degrees/s!, suggesting that the subjects were using
the additional displacement cue. The third condition differed from the second in that the stimuli
were ‘‘anchored’’ on the same starting location rather than centered on the midline, thus doubling
the spatial offset between stimulus endpoints. Subjects showed the lowest thresholds in this
condition~2.9, 4.0, and 7.0 degrees/s!. The results suggested that the auditory system is sensitive to
velocity per se, but velocity comparisons are greatly aided if displacement cues are present.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1436067#

PACS numbers: 43.66.Qp, 43.66.Pn@LRB#

I. INTRODUCTION

There has been considerable research concerned with
human sound localization, the vast bulk of which has been
concerned with the localization of static sources~for review
see Middlebrooks and Green, 1991; Carlile, 1996a, b!. It is
noteworthy, however, that sound source motion relative to
the head is a far more common experience in a normal lis-
tening environment, resulting from both moving sources and
motion of the listener.

Sensitivity to moving stimuli has been compared with
sensitivity to variations in the location of stationary stimuli.
The minimum audible angle~MAA ! is defined as the small-
est perceivable angular separation between two stationary
sounds and is about 1 degree for broadband noise stimuli at
locations in the frontal hemisphere~Mills, 1958; Harris and
Sargent, 1971; Grantham, 1986!. Extending this idea, the
minimum audible movement angle~MAMA ! has been de-
fined as the smallest angle a sound must travel before its
direction is correctly discriminated. Harris and Sargeant
~1971! were the first to report MAMAs that were consis-
tently larger than the static MAA~generally 2–4 degrees of
arc! using both noise bursts and tones emitted from a moving
speaker. Perrott and Musicant~1977! used pure tone stimuli
only and noted that increased source velocity resulted in a
larger MAMA. Grantham~1986! also reported a degradation
of performance with increasing velocity when simulating

motion by varying the relative intensity between two exter-
nal loudspeakers~stereobalancing!. He also noted that the
apparent loss in spatial acuity with rapidly moving sources
might indicate a minimum integration time required to per-
form these tasks.

However, there is a range of difficulties in directly com-
paring localization precision~MAA ! for stationary sources to
the dynamic sound field~MAMA ! because the parameters of
velocity, time, and displacement co-vary with a moving
stimulus. Despite this, some researchers have used the fact
that the MAMA is generally higher than the MAA to argue
that the auditory system is relatively insensitive to motion,
and that motion detection may be merely a degraded local-
ization task. By contrast, Perrott and Marlborough~1989!
presented a relatively broadband~500–8000 Hz! noise from
a moving speaker at 20 degrees/s and reported MAMAs of 1
degree which is equal to the average MAA reported in a
static task.

Several neurophysiological studies have provided evi-
dence that there are motion sensitive areas in the auditory
system. Altman and colleagues found direction sensitive
single neurons in the inferior colliculus and medial genicu-
late body of the cat~Altman, 1968; Altmanet al., 1970!, and
directionally selective units have also been demonstrated in
the auditory cortex of the monkey~Ahissar et al., 1992!.
Griffiths et al. ~1996! reported of a patient with a right hemi-
sphere stroke who was unable to detect sound movement
defined by interaural phase or intensity differences. They
proposed that this deficit reflects damage to a distinct corticala!Electronic mail: s.carlile@vcc.usyd.edu.au
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area that is specialized for sound motion detection. This is
consistent with a positron emission topography~PET! study
in normal individuals, which showed the activation of a spe-
cific area of cortex on the right side upon exposure to simu-
lated auditory motion~Griffiths et al., 1994!. A more recent
study using functional magnetic resonance imaging defined a
specific region of right auditory cortex that seemed to be
responsible for distinguishing between static and dynamic
sound stimuli~Baumgartet al., 1999!.

It is reasonable to predict that if a listener can detect
auditory motion, then there may also be some sense of the
rate of movement of the source, but surprisingly few audi-
tory motion studies have focused on the perception of veloc-
ity. Altman and Viskov ~1977! simulated movement over
headphones using binaurally presented click trains and mea-
sured the smallest change in velocity that could be detected
accurately for several different velocities. The authors re-
ported that discrimination was poorer with increasing veloc-
ity, and this was confirmed by Grantham~1986! who simu-
lated motion using stereobalancing with 500-Hz tones. A
methodological problem concerns the fact that velocity co-
varies with displacement and time: when pairs of constant
duration stimuli were presented and subjects were asked to
decide which moved faster, it is possible that the faster
stimulus could simply be selected on the basis that it moved
further, i.e., on the basis of adisplacementcue. Grantham
noted that subjects did tend to perform the task by judging
which sound traveled further, and consequently suggested
that displacement, not velocity, is the more salient cue in
motion perception.

Waugh and colleagues~1979! took a different approach
and asked subjects to make subjective velocity judgments in
miles/hour of single moving sound stimuli~bandwidth 100–
1000 Hz!. Performance for velocities of 15–360 degrees/s
was tested under conditions of complete darkness, as well as
with lights on such that the sound source was clearly visible.
It was found that velocity estimates were surprisingly similar
for the two conditions, despite significant errors in their ab-
solute values. The authors interpreted these results as sug-
gesting that the auditory system has a capacity to resolve
velocities that is as good as the visual system, which is gen-
erally assumed to be a superior in this regard@for example,
compare audition~Altman and Viskov, 1977; Grantham,
1986! to vision ~Watamaniuk and Duchon, 1992; Matthews
and Qian, 1999!#.

The diversity of published data is likely a result of the
variety of experimental paradigms employed in auditory mo-
tion experiments, making straightforward comparisons be-
tween studies difficult. A number of studies have opted for
headphone stimulus presentation to avoid difficulties associ-
ated with moving speakers in space. These have generally
simulated motion by dynamically varying the interaural time
and intensity differences, which results in auditory images
being perceived intracranially or within the head~e.g.,
Grantham and Wightman, 1979!. The experiment reported
here made use of virtual auditory space~VAS! where sounds
presented over headphones can be externalized and accu-
rately localized in space~Carlile, 1996a, b!. The benefit of
this approach is that listeners can be presented with realistic

sound stimuli, containing a consistent and complete set of
localization cues. Furthermore, stimuli can be moved
smoothly and noiselessly onany trajectory in virtual space.

Using the capabilities of this stimulus paradigm, veloc-
ity discrimination was revisited in order to gain a better un-
derstanding of how sensitive the auditory system is to this
parameter of motion. It was clear from previous studies that
effects on motion perception of velocity, time, and displace-
ment,per se, are difficult to partition. To overcome this in-
terdependence, stimulus durations were randomized within a
carefully restricted range, ensuring that relative displacement
and duration did not bear a consistent relation to relative
velocity ~see Sec. II D!. In this way, the experimental design
forced subjects to make an estimate of velocity for each
stimulus rather than using associated spatial or temporal cues
to make comparisons.

II. METHODS

A. Subjects and general conditions

The six human subjects participating in these experi-
ments~four females and two males, 21 to 28 years! all had
normal hearing assessed auditometrically, and three had pre-
vious experience in auditory psychophysics. Stimuli were
broadband sounds created in virtual auditory space~see Sec.
II B ! such that they moved on a horizontal plane at the level
of the ears in front of the listener. These were presented over
earphones to subjects seated in a darkened, sound-
attenuating room at a level approximately 50 dB above the
average hearing threshold of the subjects for sounds in this
region of space.

Before commencing experiments, subjects were famil-
iarized with the virtual auditory stimuli to ensure that they
were externalized and moving smoothly. No formal training
regime was employed for the velocity discrimination experi-
ments; however, testing was organized in such a way that
any effects of practice would be evenly distributed within
and across conditions. Subjects were not told which test they
were doing and had no idea of the details of the stimulus
conditions.

B. Stimulus generation

The generation of individualized virtual auditory space
~VAS! is based on an accurate simulation of the head-related
transfer function~HRTF! and has been described in detail
elsewhere~Pralong and Carlile, 1996!. Briefly, subjects were
seated in an anechoic chamber within which a hoop system
carrying a loudspeaker could be moved to position the loud-
speaker at any location on an imaginary sphere of radius 1
m. The subject’s head was positioned in the center of this
sphere by fixing a laser from the front~0°,0°! on the nose,
and a laser from the left side~290°,0°! on the ear canal
entrance. Subjects were required to keep their head in this
position for the duration of the recording process~about 30
min! with the assistance of a chin-rest and a small LED
display that signaled deviations from the calibrated position.
Impulse responses were recorded from microphones placed
in the ear canal~‘‘blocked-ear canal recording’’: Middle-
brooks et al., 1989; Moller et al., 1995! for 393 positions
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evenly spaced on the sphere. The recording stimulus was a
1024 bit golay code pair presented 12 times, with the result-
ant input averaged to increase the signal-to-noise ratio.

Microphone~Sennheiser KE 4-211-2! and system trans-
fer functions were removed from the impulse response func-
tions by deconvolving the microphone transfer function, and
HRTFs were extracted. Location-independent components
were removed to leave only the directional transfer functions
~DFTs! for each ear~see Middlebrookset al., 1989!. The two
DTF filters corresponding to a particular location could then
be convolved with broadband noise~300–14 000 Hz! and
delivered via in-ear headphones~Etymotic Research ER-2!
to the subject to give rise to a virtual externalized sound
stimulus at the original location. Digital-to-analog conver-
sion occurred at a sampling rate of 80 kHz@Tucker-Davis
Technologies~TDT! System II#. Stimuli were then delivered
to an amplifier via a programmable attenuator~TDT: PA4!.
Stimulus synthesis and delivery as well as data recording and
visualization made use of MATLAB 5.3 software~Math-
works Inc.!.

In order to validate the recorded HRTFs, subjects’ local-
ization ability in VAS was compared to their free field local-
ization ability. The localization paradigm requires a subject
to stand in darkness in the center of the anechoic chamber
and indicate his/her perceived location of a series of 150-ms
noise bursts presented from random locations on the sphere.
Responses involve a noise-pointing technique which is de-
scribed in detail elsewhere~Carlile et al., 1997!. Localization
performance was quantified using the spherical correlation
coefficient, a global measure of accuracy. When performance
under VAS conditions was as accurate as performance in the
free field ~as determined by this coefficient! and subjects
reported a clear externalized percept, the HRTFs obtained for
that subject were assumed to be physiophysically valid. This
was the case for all subjects used in this study.

To create stimuli moving in VAS, sequential segments of
a sound were filtered with HRTFs corresponding to closely
spaced locations along the intended path of movement. For
continuous motion, a spatial separation of 1 degree was cho-
sen, based on the minimum audible angle for stationary
broadband stimuli reported in previous studies~Mills, 1958;
Harris and Sergeant, 1971; Grantham, 1986!. Recent work in
this laboratory has confirmed that this spatial sampling size
is well within the range required for the perception of
smooth, continuous motion~Leung and Carlile, 2001!. To
ensure smooth transitions between filtered segments, the fi-
nal filter conditions for each segment were incorporated as
the initial conditions of the next filter. Stimuli were ramped
by applying a raised cosine to the first and last 10 ms of the
signal.

As spacing of 1 degree was desired between HRTFs
used in generating the moving stimulus, and the recorded
HRTFs were spaced at 13 degrees, a spatial interpolation
technique was employed based on the method of spherical
thin-plate splines~Wahba, 1981!. This allowed the descrip-
tion of the HRTF at any location on the sphere based on the
data from a discrete set of actual recordings~393 positions
on the sphere!. The acoustical accuracy~in terms of the
structure of the filters! and psychophysical validity~localiza-

tion performance! of this interpolation technique have been
tested previously in this laboratory~Carlile et al., 2000,
2001!. As a result of the arrangement of recorded locations
on the sphere of space, moving stimuli created in this way
were restricted to motion on the same sphere.

C. Psychophysical paradigm

The aim of the experiment was to examine the ability of
subjects to detect changes in the velocity of moving stimuli.
The general task took the form of a two-interval forced
choice, in which the subject was required to indicate which
of two successive intervals contained the faster moving
sound source by pushing one of two response buttons. The
interstimulus interval~between the end of the first stimulus
and the start of the second! was approximately 1 s, and the
next pair of stimuli was presented approximately 2 s after a
response.

Experiments were arranged in blocks, with each block
having a particular reference velocity that was presented
once in every pair. Three reference velocities were em-
ployed; 15, 30, and 60 degrees/s. The comparison~‘‘test’’ !
velocity was chosen randomly from a set of 12 velocities in
a range centered on the reference velocity and the order of
presentation of the two stimuli was randomized. The range of
test stimuli was chosen, on the basis of extensive preliminary
tests using one of the authors, to fall in a suitable testing
range about the reference velocity~2, 5, 8, 10, 12, 14, 16, 18,
20, 22, 25, and 28 degrees/s for the 15 degrees/s reference
velocity; 5, 13, 20, 25, 27, 29, 31, 33, 35, 40, 47, and 55
degrees/s for the 30 degrees/s reference velocity; 20, 30, 39,
45, 51, 57, 63, 69, 75, 81, 90, and 100 degrees/s for the 60
degrees/s reference velocity!. Within each testing block, the
reference velocity was presented with each of its 12 test ve-
locities a total of ten times in a random fashion. To avoid any
adaptation to stimuli moving repeatedly in one direction~see
Kurilowich and Carlile, 1998!, rightward and leftward direc-
tions of motion were interleaved. This gave a total of 240
trials in each block~12 test velocities, 10 repetitions, and 2
directions of motion!. There were three velocities and three
stimulus conditions~see below!, resulting in a total of nine
testing blocks. Each block was broken down into six tests of
40 trials, and a single test took approximately 15 min. A
short break was provided between consecutive tests to avoid
fatigue and loss of concentration.

For each test stimulus velocity the percentage of trials in
which the subject indicated that the test stimulus moved
faster than the reference stimulus was calculated, and Probit
analysis ~Finney, 1971! was used to fit a psychophysical
curve to the observed data. Discrimination thresholds were
calculated as half the stimulus increment required to change
the response rate from 25% to 75%.

D. Stimulus conditions

Three separate stimulus conditions were used in an at-
tempt to reveal the contribution of displacement-related cues
to velocity perception. In the first condition, the aim was to
investigate discrimination performance based purely on sen-
sitivity to changes in velocity of auditory targets. To achieve
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this, it was necessary to eliminate, as far as possible, poten-
tial displacement and duration cues. In the second and third
conditions, the effect of providing a direct displacement cue
was examined.

Condition 1:In condition 1, the trajectories of all stimuli
~both reference and test! were chosen in a pseudo-random
way with practical constraints placed on both the displace-
ment and duration. Duration was restricted within the range
600–5000 ms and it was assumed that stimuli in this tempo-
ral range would surpass any minimum integration time for
the detection of motion~Grantham, 1986; Chandler and
Grantham, 1992!. In addition, if a stimulus velocity/duration
pair was chosen and it corresponded to a displacement
greater than 180 degrees/s, the duration was rejected and a
new one randomly chosen. The result was that duration and
displacement varied unpredictably with velocity and thus
these variables were eliminated as potential cues to relative
velocity. All stimulus trajectories were centered on the mid-
line for this condition and the same set of trajectories was
used for all subjects. Figure 1 depicts the trajectories of the
reference and test stimuli~black and gray bars!, and demon-
strates how the displacement of each could vary from trial to
trial regardless of their relative velocities.

Condition 2: In order to examine the influence of
displacement-related cues on velocity judgments, stimuli in
condition 2 were presented for a constant duration resulting
in stimuli with higher velocities traveling further. In effect,
relative velocity was correlated with relative displacement,
and thus velocity discrimination could be based on this dis-
placement cue. Stimulus trajectories were centered on the
midline, and hence any displacement differences would
emerge as differences in the starting point and endpoint lo-
cations. Figure 1 illustrates the stimulus trajectories for this
condition, where the faster stimulus~gray bar! travels a
greater distance than the slower stimulus~black bar! and pro-
duces a spatial offset~arrow! that is related to the relative
velocities. Within a velocity condition, the constant duration
value was chosen to be the average of the random durations
employed in condition 1~3000, 1800, and 1700 ms for the
15, 30, and 60 degrees/s reference velocities, respectively!.

Condition 3: Condition 3 was designed to imitate con-
dition 2 in all respects~duration and spatial extent of stimuli!
except that stimulus trajectories were ‘‘anchored’’ on a com-
mon starting location rather than centered on the midline.
This arrangement removed any starting point differences, but
produced a spatial offset of endpoints twice as large as that
provided by condition 2, as can be seen by the size of the
arrow in Fig. 1. Thus the effective contribution of this par-
ticular cue could be estimated by examining the effect of
doubling it. The location of the starting point for both stimuli
was the same as the starting point of the reference stimulus
in condition 2 ~622.5 degrees for the 15 degrees/s block;
627 degrees for the 30 degrees/s block;651 degrees for the
60 degrees/s block!. In addition, this stimulus configuration
was similar to that simulated in some previous velocity dis-
crimination studies~Altman and Viskov, 1977; Altman and
Romanov, 1988!.

III. RESULTS

A. General observations

The performance levels varied across the six subjects in
this experiment: three subjects~1, 2, and 3! appeared more
sensitive to stimulus velocity, performing more consistently
and achieving an overall higher number of correct responses.
Two of these subjects had previous experience in auditory
experiments~subjects 2 and 3!. The remaining three subjects
~4, 5, and 6! performed, in general, less consistently and their
overall number of correct responses was lower. Out of these
three subjects, only subject 6 had experience in auditory ex-
periments.

Despite the overall differences in sensitivity to velocity,
each subject demonstrated the same pattern of sensitivity
across the three different stimulus conditions. A typical set of
results~obtained from subject 1! is shown in Fig. 2. Psycho-
physical curves are shown for each of the reference veloci-
ties in separate rows, and leftward~negative! and rightward
~positive! directions of motion are depicted in separate pan-
els. Within each panel, differences in curves for the three
stimulus conditions can be seen. For this subject, and indeed
each of the six subjects, judgments were poorest in the first
condition ~‘‘random’’ ! where stimulus duration varied ran-

FIG. 1. Stimuli moved to the left or right on an arc in the frontal region of
space. In condition 1 the gray and black bars illustrate the arc swept out by
the reference and test stimuli~in no particular order!. In this case both
stimuli were centered on the midline and stimulus duration was randomized
such that the distance traveled by a stimulus was jittered~as indicated sche-
matically by the staggered bars! and unrelated to its velocity. In condition 2,
stimuli were again centered but duration was held at a constant value. Thus
the faster stimulus~in this condition the gray bar! traveled a greater distance
and a spatial offset was available at the endpoints which could indicate
relative velocity~indicated by black arrow!. In condition 3, stimuli were
identical to condition 2 with the exception that they were ‘‘anchored’’ on a
common starting point, and hence the spatial offset at the endpoints was
doubled for a given velocity pair.
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domly with velocity ~gray line!. This was reflected in the
relatively shallow psychophysical curves. When duration
was held constant, i.e., condition 2~‘‘constant’’—dashed
line!, a relative improvement in performance was observed,
and psychophysical curves were steeper in the majority of
cases. Discrimination was aided considerably in the third
stimulus condition~‘‘anchored’’—black line! where the dis-
placement cue had been enhanced.

B. Thresholds for velocity discrimination

The variations in the slope of the psychophysical curves
were quantified by calculating discrimination thresholds~see
Sec. II C!. Threshold values for each subject in all conditions
are presented in Fig. 3 with the data for each subject plotted
in a separate panel. These are plotted for both leftward
~negative! and rightward~positive! motion for each of the
three reference velocities. Thresholds for condition 1~‘‘ran-
dom’’! are plotted as unfilled bars, condition 2~‘‘constant’’!
as gray bars, and condition 3~‘‘anchored’’! as black bars.
Plotted in this way, the individual differences in sensitivity
discussed above are obvious from the variation in the mean
height of the histograms from panel to panel. Subjects 1, 2,
and 3 show threshold values that are somewhat lower than
the other subjects, indicating a higher sensitivity to velocity
changes.

Furthermore, in nearly every case, a decrease in absolute
threshold for each velocity can be seen when comparing the
‘‘random’’ condition to the ‘‘constant’’ condition and then to
the ‘‘anchored’’ condition. Another feature of these data is
that absolute thresholds show a general decrease with de-
creasing stimulus velocity, indicated by the ‘‘u-shaped’’ dis-
tribution with velocity.

Calculation of the Weber fraction~in this case, division
of the threshold by the reference velocity! provides one
means by which the magnitude dependence of threshold can
be normalized. The threshold data are replotted as Weber
fractions in Fig. 4. When presented this way, it can be seen
that the ‘‘u-shaped’’ effect is inverted, indicating thatrelative
discrimination thresholdsdecreasewith increasing velocity,
whereasabsolutediscrimination thresholds were seen toin-
crease. In other words, subjects became relatively more sen-
sitive to velocity changes as velocity was increased from 15
to 60 degrees/s. However, not surprisingly, the previously
observed differences between conditions in any velocity
block are preserved: i.e., Weber fractions, in nearly all cases,
are highest for the ‘‘random’’ condition and lowest in the
‘‘anchored’’ condition.

FIG. 2. Representative psychophysical curves fitted to the data from subject
1 showing all three stimulus conditions at each of the three reference ve-
locities ~leftward and rightward motion shown in left and right panels, re-
spectively; reference velocity indicated on each graph!. Dotted lines indicate
fitted curves for the ‘‘random’’ condition~condition 1!, dashed lines the
‘‘constant’’ condition~condition 2!, and solid lines the ‘‘anchored’’ condition
~condition 3!.

FIG. 3. Thresholds for each stimulus condition at all reference velocities
~positive velocities indicating rightward motion, negative velocities indicat-
ing leftward motion!. Each of the six subjects are shown in separate panels.
The unfilled bars indicate threshold for the ‘‘random’’ condition~condition
1!, the gray bars the ‘‘constant’’ condition~condition 2!, and the black bars
the ‘‘anchored’’ condition~condition 3!.

FIG. 4. Weber fractions for each stimulus condition at all reference veloci-
ties. Other details as for Fig. 3.
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C. Effect of direction

As both directions of motion~left-to-right and right-to-
left! were tested in this experiment, the data were investi-
gated to see if direction had any impact on velocity discrimi-
nation. Thresholds were pooled across subjects and stimulus
conditions and each velocity range in turn was examined for
any effect of direction. Data were not normally distributed,
so a nonparametric approach was utilized~Kolmogorov-
Smirnov two-sample test: Massey, 1951!. It was confirmed
that there were no significant differences~confidence
99.95%! between results for the two directions of motion for
any of the three velocity ranges. This is consistent with the
finding of Chandler and Grantham~1992! that there was no
effect of direction on the minimum audible movement angle
~see the Introduction!. It was therefore possible to collapse
the current data across direction for statistical purposes. As
there was a range of sensitivities across subjects within a
stimulus condition, a large spread was observed in the pooled
data. However, it was still useful to examine these data for
trends, as the covariation across conditions was obvious.

D. Effect of stimulus conditions

In order to determine whether the observed differences
in discrimination performance under the three stimulus con-
ditions were statistically significant, pooled thresholds were
compared. Boxplots of these, as well as the corresponding
Weber fractions, are shown in Figs. 5 and 6, where the box
edges represent upper and lower quartiles of the data, and the
dotted lines indicate the median. Median thresholds were
highest in condition 1, with values of 5.5, 9.1, and 14.8
degrees/s for the 15, 30, and 60 degrees/s velocities, respec-
tively. In condition 2 median thresholds decreased for all
velocities to 3.8, 7.1, and 9.8 degrees/s. Subjects showed the

lowest thresholds in condition 3, and median values were
2.9, 4.0, and 7.0 degrees/s. From the uneven spread of values
about the medium, it appeared that few of these populations
were normally distributed. To make statistical comparisons, a
Kruskal–Wallis one-way analysis of variance by ranks was
employed~Kruskal and Wallis, 1952!. Using a significance
level of 0.05, the three conditions were determined to be
different in all velocity ranges~15 degrees/s,p50.039; 30
degrees/s,p50.026; 60 degrees/s,p50.034). As the trans-
formation from absolute thresholds to Weber fractions is lin-
ear, this significance applies to both representations.

IV. DISCUSSION

A. Thresholds for velocity discrimination

The data presented indicate that subjects could discrimi-
nate between auditory stimuli moving at different velocities,
but thresholds were largest when duration varied randomly to
prevent displacement being used as an indicator of velocity.
When displacement was related directly to velocity~by pre-
senting stimuli at a constant duration! it was found that per-
formance improved according to the magnitude of the result-
ing displacement cue. Figure 7 shows the relative
‘‘improvement’’ offered by the constant duration conditions,
which was calculated by comparing the Weber fractions ob-
tained under these conditions to the random duration condi-
tion. It was found that introducing a spatial offset cue~con-
dition 2, ‘‘constant’’! resulted in a 25% reduction of
threshold, and doubling this spatial offset~condition 3, ‘‘an-
chored’’! resulted in a 50% reduction of threshold. Interest-
ingly, there was no significant difference in this improvement
as a function of the reference velocity, as is clear from Fig. 7.

Altman and Viskov ~1977! also used a two-interval
forced choice paradigm to examine velocity discrimination

FIG. 5. Boxplots of threshold data pooled across subjects and direction.
Dotted lines indicate the median, box ends illustrate upper and lower quar-
tiles of population, and whiskers show extent of data. FIG. 6. Boxplots of Weber fractions pooled across subjects and direction.

Details as for Fig. 5.
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and used constant duration stimuli~3-s duration, anchored on
the midline! with a reference velocity of 14 degrees/s. These
conditions are comparable to condition 3 for the 15 degrees/s
reference velocity in the present study, as the velocity is
similar and a reliable displacement cue is provided. Altman
and Viskov reported a difference limen~corresponding to a
75% correct response rate! of 10.8 degrees/s for their four
subjects in this velocity range. This is much greater than the
median threshold values obtained in the present study~2.9
degrees/s for condition 3! and greater even than the value
obtained when stimulus duration was randomized~5.5
degrees/s, condition 1!. This disparity is most likely due to
differences in the stimuli employed. Altman and Viskov used
binaural click trains with varying interaural time differences
~ITDs! presented over headphones to simulate auditory mo-
tion. These stimuli were lateralized within the head, not ex-
ternalized as the virtual auditory stimuli employed here were.
In the present experiment VAS stimuli were externalized and
listeners had the benefit of the full range of localization cues
~interaural time and level differences and spectral cues!
whereas Altman and Viskov’s subjects were provided with
stimuli based only on varying interaural time differences,
with no level cues or spectral information.

In a later study, Altman and Romanov~1988! revisited
velocity discrimination using click trains, but simulated mo-
tion by varying interaural level differences~ILDs!, and the
results are much more comparable to those presented here.
For a reference velocity of 14 degrees/s presented for a pe-
riod of 4 s, these authors reported a threshold of 2 degrees/s.
This is in closer agreement with the 3.06 degrees/s value
presented here for the anchored 15-degrees/s condition.
However, in the Altman and Romanov study listeners indi-
cated the perceived velocity of a single reference stimulus by
‘‘choosing’’ from a range of stimuli, to match the reference
velocity, and they were given as much time as they wished to
do so. Threshold in that study was defined as the variance of
20 such ‘‘choices,’’ complicating a direct comparison with
the results reported here. Despite these differences, these re-
sults suggest that dynamic ILD may be a more salient cue to

the perception of velocity than dynamic ITD. This idea is
supported by the work of Blauert~1972! and Grantham
~1984!, who attempted to compare the sensitivity of listeners
to fluctuations in ITD and ILD and concluded that the bin-
aural system can follow the latter more efficiently.

Grantham ~1986! employed a two-interval stimulus
paradigm to investigate velocity discrimination with 500-Hz
tones and all stimuli were presented for a constant duration
of up to 600 ms. The thresholds reported for discrimination
were much larger than those presented in this study and oth-
ers. For a reference velocity of 10 degrees/s, approximately
10 degrees/s change in velocity was needed for a difference
to be detected, giving an unusually high Weber fraction of
1.0. Again the difference between this result and those re-
ported here most likely reflect differences in the methodol-
ogy. Grantham’s subjects were judging the motion of pure
tones, and the lack of spectral information for localization
may have increased the difficulty of the task. Additionally,
moving sounds with 600-ms duration or less may be insuffi-
cient to allow the auditory system to properly sample their
rate of change of location. Interestingly, for greater reference
velocities in Grantham’s 600-ms condition~up to 40 degrees/
s!, threshold did not change very much. This is consistent
with the notion that for relatively brief moving stimuli, dis-
crimination may be based on displacement alone. In other
words, velocity thresholds can be expressed as the displace-
ment difference required between two stimuli for them to be
accurately discriminated. If this is the case, Grantham reports
that his subjects could discriminate stimuli on this basis
when one stimulus traveled approximately 4 to 10 degrees
further than the other. This is also consistent with the current
study where listeners tended to use a displacement cue if it
was available. For the subjects in the present study, endpoint
differences at threshold were calculated for the two constant
duration conditions. Marked individual differences were ob-
served and the mean values~across all velocities! for each
subject are shown in Fig. 8. These range from about 3 to 7
degrees. However, within subjects the values were fairly
constant, as shown by the relatively small error bars, sug-
gesting that displacement was a salient cue. A feature that
was evident for all subjects except for subject 1, however,
was that the average endpoint difference at threshold was

FIG. 7. Ratio of Weber fractions calculated in the constant duration condi-
tions to those calculated in the random condition. The top panel indicates the
reduction of Weber fractions seen in condition 2 compared to condition 1 for
each of the three reference velocities. The bottom panel shows similar val-
ues for condition 3 compared to condition 1. Standard deviations are shown
as error bars.

FIG. 8. Average spatial offset of stimulus endpoints at threshold. Values are
pooled across velocities and the two constant duration conditions for each of
the six subjects. Shown are individual means and standard deviations.
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slightly lower in condition 2~‘‘constant’’—gray bars! than in
condition 3~‘‘anchored’’—black bars!. It is likely that this is
explained by the fact that only endpoint offsets have been
taken into account, whereas in condition 2~‘‘constant’’!,
there was an additional offset cue at the starting point. In
other words, it appears that the extra ‘‘look’’ at the offsets of
the reference and test stimuli available in condition 2 aids in
their comparison and ultimately produces a lower threshold.
Both of these studies then suggest that the auditory system
readily utilizes displacement as an indicator, if it is available,
to significantly improve on a moderate capability to detect
velocity per se.

Overall, based on the data presented here, the auditory
system does not appear to be as sensitivity to velocity as the
visual system. Many studies have calculated thresholds for
vision, both foveally and peripherally, using various moving
stimuli. In all cases reported, Weber fractions were found to
be less than 0.2 and in the majority of studies reported values
were between 0.05 and 0.1~e.g., Watamaniuk and Duchon,
1992; Matthews and Qian, 1999!. This suggests a much more
acute sense of velocity in the visual modality, as the lowest
Weber fraction obtained for auditory motion is 0.14~Altman
and Romanov, 1988! and in general the reported range is
0.2–0.7. In fact, only one study in the literature has reported
a similar capability in these two modalities for a velocity
task~Waughet al., 1979; see the Introduction!. In that study,
it was found that subjects gave similar velocity estimates for
moving auditory stimuli whether or not visual input was also
provided. However, the task there was a subjective judgment
rather than an objective discrimination and large errors in
these estimates were consistently observed. The literature on
velocity discrimination indicates overwhelmingly that the vi-
sual system is more sensitive than the auditory system to this
parameter.

B. Relating auditory motion to auditory space.

The fact that the auditory system must derive a repre-
sentation of space indirectly from a set of acoustical cues has
important implications for the perception of motion in this
modality. In the visual system, the direct representation of
space provided by the receptors allows a motion detection
system based on a sequential shift in activation across this
array. In the auditory system, however, the detection of mo-
tion must rely on extensive central processing of dynamic
acoustical cues.

There is some evidence in the literature suggesting the
existence of detectors that are specialized for auditory mo-
tion ~Spitzer and Semple, 1991, 1993; Griffithset al., 1996;
Baumgartet al., 1999!. The current data is consistent with
this notion, as subjects were indeed capable of making rea-
sonable velocity estimates. However, the data in this study
also indicate that motion judgments may be based on dis-
placement cues when available, as velocity discrimination
was affected by the spatial disparity between a pair of stimu-
lus trajectories. The displacement difference required to dis-
tinguish two stimulus velocities, however, was certainly
greater than any reported minimum audible angle~Mills,
1958; Harris and Sargeant, 1971; Grantham, 1986!. It could
be the case that the endpoints are simply being compared in

order to perform the task, but the judgments of their loca-
tions are degraded as a result of the motion of the stimulus.
This is consistent with the general finding that the minimum
audible movement angle is larger than the minimum audible
angle~see the Introduction!. Alternatively, the finding could
suggest that, in fact, some continuous processing is required
in addition to a significant amount of spatial information, to
make accurate decisions about velocity. We are unable from
these data to discriminate between these two possibilities.

A study by Grantham~1997! compared motion detection
with a continuous moving target~minimum audible move-
ment angle, MAMA! to a similar task in which sound was
only produced by the target for two brief bursts at the start
and end of the trajectory~marked endpoints, ME!. The aim
was to identify whether information in the ongoing portion
of the target was helpful for judgments, or whether motion
perception could be simply explained by localization of the
endpoints~a ‘‘snapshot’’ mechanism!. It was found that for
faster velocities~60 degrees/s! the MAMA and ME thresh-
olds were not significantly different whereas for slower ve-
locities ~20 degrees/s!, the MAMA threshold was lower than
the ME threshold. This suggests that information in the on-
going signal aided judgments at lower velocities whereas, at
the higher velocities, displacement alone was sufficient to
determine the MAMA.

To test if any velocity effect could be observed in the
present data, the Weber fractions were compared for the
‘‘random’’ and ‘‘constant’’ conditions. The ratio of the Weber
fractions in conditions 2 and 1 was calculated as a measure
of the improvementafforded by keeping duration constant
~Fig. 7!. This analysis indicates a constant improvement in
performance for the three velocities, suggesting that the spa-
tial cues available in this study contributed equally to veloc-
ity discrimination at each of the velocity ranges tested. This
is in contrast to Grantham’s finding as discussed above for
similar velocities. However, as a measure of motion sensitiv-
ity, the stimulus paradigm in the current study differs from
the MAMA paradigm in that it disambiguates velocity, dura-
tion, and displacement~see the Introduction!. In this light,
the constant change in velocity discrimination performance
seen across velocity given a displacement cue~Fig. 7! sug-
gests a single underlying process for the velocities examined.

C. Final considerations

The actual nature of velocity perception is a question
that has arisen repeatedly in both the auditory and visual
motion literature. The debate concerns whether velocity is
perceived directly, or whether it is a derived statistic based
on a computation of the stimulus displacement to duration
ratio. It is possible, for example, that subjects in the current
experiment calculated the total displacement traveled by a
stimulus, and the duration of the motion, and from these
computed a velocity estimate. It is an interesting but difficult
question to probe experimentally, but there have been several
clever attempts. As an example, Lappinet al. ~1975! com-
pared the discriminabilities of moving visual stimuli that var-
ied in the spatial extent of their trajectories, temporal dura-
tion, or redundant combinations of both variables, and found
that velocity discrimination was too accurate to be attributed
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only to discriminations of the temporal and spatial extents.
They proposed that velocity is perceived directly, as arela-
tion between time and space. The experiments described here
did not attempt to address this question, but rather were de-
signed to examine how accurate the velocity estimate is, re-
gardless of how it is acquired.

The general finding that the auditory system in humans
is not highly sensitive to changes in velocity is somewhat
surprising. Anecdotally, there are certainly indications that
auditory cues can provide accurate information regarding the
motion of real objects, such as the judgment of the speed of
moving vehicles. Perhaps the difference here is that these
environmental stimuli have a component of motion towards
or away from the listener. In contrast, most of the experi-
ments in this area, including the present study, have used~or
simulated! stimuli moving on an arc at a constant distance
from the head. The importance of this difference is that
stimuli moving towards or away from a listener elicit a Dop-
pler effect. As most environmental stimuli are influenced by
the Doppler shift, it may be that this is a strong indicator of
motion, and velocity in particular. A recent study by Lufti
and Wang~1999! attempted to reveal the relative importance
of the various acoustical cues for the perception of linear
motion. The authors repeated that for discrimination of the
velocity of a moving stimulus~five harmonics of a 100-Hz
tone!, the Doppler shift as a cue was weighted more heavily
by subjects than overall intensity and interaural time differ-
ence. The influence of Doppler on broadband stimuli such as
those used in the present study is uncertain, however. In
addition, stimulus velocities were relatively high in the Lufti
and Wang study compared to the study reported here, and it
remains to be seen if the Doppler shift would improve ve-
locity discrimination performance at relatively slow veloci-
ties.
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Frequency-to-electrode allocation and speech perception
with cochlear implants
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The hypothesis was investigated that selectively increasing the discrimination of low-frequency
information ~below 2600 Hz! by altering the frequency-to-electrode allocation would improve
speech perception by cochlear implantees. Two experimental conditions were compared, both
utilizing ten electrode positions selected based on maximal discrimination. A fixed frequency range
~200–10 513 Hz! was allocated either relatively evenly across the ten electrodes, or so that nine of
the ten positions were allocated to the frequencies up to 2600 Hz. Two additional conditions
utilizing all available electrode positions~15–18 electrodes! were assessed: one with each subject’s
usual frequency-to-electrode allocation; and the other using the same analysis filters as the other
experimental conditions. Seven users of the Nucleus CI22 implant wore processors mapped with
each experimental condition for 2-week periods away from the laboratory, followed by assessment
of perception of words in quiet and sentences in noise. Performance with both ten-electrode maps
was significantly poorer than with both full-electrode maps on at least one measure. Performance
with the map allocating nine out of ten electrodes to low frequencies was equivalent to that with the
full-electrode maps for vowel perception and sentences in noise, but was worse for consonant
perception. Performance with the evenly allocated ten-electrode map was equivalent to that with the
full-electrode maps for consonant perception, but worse for vowel perception and sentences in
noise. Comparison of the two full-electrode maps showed that subjects could fully adapt to
frequency shifts up to ratio changes of 1.3, given 2 weeks’ experience. Future research is needed to
investigate whether speech perception may be improved by the manipulation of
frequency-to-electrode allocation in maps which have a full complement of electrodes in Nucleus
implants. © 2002 Acoustical Society of America.@DOI: 10.1121/1.1436073#

PACS numbers: 43.66.Sr, 43.66.Ts, 43.71.Ky@CWT#

I. INTRODUCTION

Cochlear implants now provide a useful aid to commu-
nication for a large number of severely to profoundly deaf
individuals. Although advances in implant technology have
resulted in significant improvements in the ability of implant
users to understand speech, there still remains a large vari-
ability among implantees, with some achieving nearly per-
fect scores on open-set speech tests in quiet, and others need-
ing to combine listening with lip reading to understand
conversations. A recent report~Henry et al., 2000! showed
that the speech perception ability of implantees was corre-
lated to their ability to discriminate adjacent electrodes.
Those authors measured the amount of transferred speech
information in different frequency regions and correlated this
with the subjects’ ability to discriminate electrodes~in the
presence of random level changes! which were allocated to
the same frequency regions. They found that, for frequencies
below 2.6 kHz, these two measures were correlated, and that
there was, on average, a significant reduction in speech in-
formation in this formant-frequency region compared to that
perceived by normally hearing listeners. For frequencies
above 2.6 kHz, however, the speech information was less
reduced than for lower frequencies, and was not correlated
with electrode discrimination in that frequency region. If the

correlations reflect a causal relationship between electrode
discrimination and speech information transfer, it can be hy-
pothesized that speech perception would be improved if dis-
crimination of electrodes allocated to the low-to-mid fre-
quencies was improved. The aim of the present study was to
test this hypothesis by altering the allocation of frequencies
along the electrode array to provide wider perceptual dis-
tances between electrodes coding lower frequencies.

There have been several recent studies which investi-
gated the effects on speech perception of altering the pattern
of frequency-to-electrode mapping in multiple-electrode im-
plants. Fu and Shannon~Fu and Shannon, 1999a, 1999b,
1999c! have completed three such studies with three or five
users of the Nucleus CI22 implant and the Speak strategy
~McDermott et al., 1992; Seligman and McDermott, 1995!.
In these studies four-electrode maps were tested, either using
a CIS strategy~Wilson et al., 1991! with four wide analysis
filters allocated to the four electrode positions, or using the
Speak strategy with five of the 20 analysis filters allocated to
each of the four electrodes. The range of frequencies allo-
cated to each electrode and/or the electrode location was var-
ied and the effects on consonant and vowel perception were
measured. In general, the studies showed a significant effect
of both frequency range and electrode place. The experi-
ments showed that electrode location was more important for
vowel perception than for consonant perception, perhaps in-
dicating that vowel information is more dependent than con-a!Electronic mail: colette@unimelb.edu.au
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sonant information on the perception and resolution of place-
of-stimulation information. The implantees could
discriminate vowels best when the frequency-to-electrode al-
location was most similar to that in their clinical speech pro-
cessor map.

The clear deleterious effect on vowel perception seen
when the frequency-to-electrode allocation was altered so
that it differed from the one used in the clinical map of the
patient, made it difficult to assess possible additional effects
in the Fu and Shannon studies due to the electrode or
analysis-frequency configurations. This deleterious effect is
similar to that seen with frequency-shifted speech in nor-
mally hearing listeners when the analysis and carrier bands
are mismatched in frequency~Shannonet al., 1998; Fu and
Shannon, 1999b!. It seems likely that cochlear implantees
adapt over time to the frequency-to-electrode configuration
that is initially fitted in the speech processor, and that if the
frequency allocation is subsequently shifted, their perception
of speech is degraded. If so, then it is possible that further
adaptation to a new frequency-to-electrode configuration
could be possible given an appropriate amount of time and
experience. The experiments described above did not provide
any training before the speech perception testing, and so the
results may not accurately predict the longer-term results of
any changes in frequency allocation. It is unclear, however,
how much experience is necessary to fully adapt to fre-
quency shifts or whether such adaptations are ever complete.
Rosenet al. ~1999! have found that normally hearing sub-
jects significantly improve their perception of shifted-
frequency speech even with relatively small amounts of
training ~a total of 3 h spread over 9 test sessions!, thus
suggesting that experiments which do not provide any train-
ing at all seriously exaggerate the long-term effects of fre-
quency shifts.

Two studies have examined the longer-term effects of
changes in frequency-to-electrode allocation in experimental
designs in which the subjects used the experimental map at
home for periods of time. In both cases, improvements in
speech perception were obtained with a shift in frequency
allocation. Skinneret al. ~1995! tested the effect of altering
the set of filters from the then-default filter set 9 to filter set
7 with users of the Speak strategy, which extended the low-
frequency range of analysis filters and provided an extra one
or two filters to theF1 formant region of speech~up to 800
Hz!. ~In the Spectra processor, and later processors for
Nucleus implants, there are alternative sets of analysis filters
that can be selected by the clinician. These sets of filters are
usually referred to as tables, but in this paper they will be
referred to as filter sets to avoid confusion. The center fre-
quencies of the filters are shifted by constant ratios from one
filter set to the next so that the overall frequency range also
differs across filter sets. The filter sets referred to in the
present paper are detailed in Table I.! Subjects in their ex-
periment had alternating take-home experience of 2 or 3
weeks with each of the two filter sets before testing. They
found that the perception of vowels and nasality in conso-
nants was improved by changing to filter set 7.

Whitford et al. ~1993! tested the effect, in four users of
the MSP~Multipeak! strategy, of changing the frequency al-

location so that the higher-frequency analysis filters~3 kHz
and above! were allocated to electrodes closer to the charac-
teristic place~in normal hearing! for these frequencies along
the cochlea. This had the effect of compressing the overall
frequency range onto a smaller electrode set, positioned at
the apical end of the array. The patients had alternating take-
home experience of 1 week or 2 weeks before each of eight
test sessions. This study also found improvements for the
experimental maps, even though frequency-to-electrode allo-
cation had been changed from the pattern the subject was
used to.

In the present study three experimental maps were tested
with take-home experience, all of which differed in
frequency-to-electrode allocation from the subjects’ own
clinical map. These maps used an identical set of 18 analysis
filters in filter set 11~spanning 200 to 10 513 Hz!. Two maps
which differed only in the frequency-to-electrode allocation
pattern were designed using ten electrodes which spanned
the electrode array and were optimally spaced perceptually.
The effect of expanding the spatial allocation to the low-
frequency filters, compared to an even allocation of frequen-
cies across the electrode array, was tested by dividing the 18
filters in two different patterns across the ten electrodes. The
third experimental map was a reference map using the same
18 filters and all available electrode positions from each sub-
ject’s clinical map.

II. PROCEDURES

A. Subjects

Seven users of the Nucleus CI22 implant and the
SPEAK strategy participated in the study. Each had a mini-
mum of 3 years’ experience with their speech processor. The
details of their etiology and implant use are listed in Table II.

TABLE I. The filter sets used in the Speak processor which are referred to
in this paper. These sets are usually referred to as frequency tables. The two
numbers refer to the lower and upper frequency boundary of each filter in
Hz.

Filter set 7 Filter set 9 Filter set 10 Filter set 11

120–280 150–350 171–400 200–466
280–440 350–550 400–628 466–733
440–600 550–750 628–857 733–1 000
600–760 750–950 857–1085 1000–1 266
760–920 950–1150 1085–1314 1266–1533
920–1080 1150–1350 1314–1542 1533–1800

1080–1240 1350–1550 1542–1771 1800–2066
1240–1414 1550–1768 1771–2020 2066–2357
1414–1624 1768–2013 2020–2321 2357–2708
1624–1866 2013–2333 2321–2666 2708–3110
1866–2144 2333–2680 2666–3062 3110–3573
2144–2463 2680–3079 3062–3518 3573–4105
2463–2856 3079–3571 3518–4081 4105–4761
2856–3347 3571–4184 4081–4781 4761–5578
3347–3922 4184–4903 4781–5603 5578–6537
3922–4595 4903–5744 5603–6564 6537–7658
4595–5384 5744–6730 6564–7691 7658–8973
5384–6308 6730–7885 7691–9011 8973–10 513
6308–7390 7885–9238 9011–10 557
7390–8658 9238–10 823
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B. Selection of ten electrodes

As the hypothesis to be tested in this study was based on
electrode discriminability, it was important that the electrode
positions used in the two 10-electrode experimental maps
were optimally discriminable. Therefore, in selecting the ten
electrodes for these maps, we did not select every second
electrode position~for example!, but instead selected them so
that the perceptual distances between adjacent electrode po-
sitions were maximized.

The result of a multidimensional scaling~MDS! proce-
dure was used to select the ten electrodes. Each stimulus in
the MDS procedure was a 250-Hz-rate pulse train of duration
500 ms, presented on one of the active electrodes in the
subject’s clinical map. The stimuli were loudness balanced at
a comfortable loudness before use. All possible pairs of
stimuli were presented to the subject, and, after each presen-
tation, the subject rated the dissimilarity of the pair of stimuli
along a scale from ‘‘exactly the same’’ to ‘‘the most differ-
ent.’’ The position along the scale was converted to a number
between 0 and 100. The result of the procedure is a dissimi-
larity matrix. Two such matrices were obtained for each sub-
ject, and were analyzed using repeated-measures nonpara-
metric multidimensional scaling~Kruskal, 1964!. The result
of such an analysis is a stimulus space in which the distances
among the stimulus representations are related to the relative
perceptual dissimilarity of the stimuli.

The data were analyzed in a two-dimensional stimulus
space, as previous work has shown that the best way of rep-
resenting this kind of one-dimensional data is in a two-
dimensional stimulus space, where the stimuli are usually
arranged around a single horseshoe curve~Collins and Th-
rockmorton, 2000; McKayet al., 1996; McKay and Carlyon,
1999!. Collins and Throckmorton demonstrated that this
horseshoe shape~rather than the expected straight line for
one-dimensional data! may be due to subjects’ inability to
distinguish between different large dissimilarities. Figure 1
illustrates the stimulus space obtained for subject S4. The
arrows point to the electrodes chosen for the ten-electrode
map for subject S4. The aim was to select a set of stimuli
which was relatively evenly spaced perceptually across the
electrode array, instead of evenly separated spatially, thus
optimizing the discriminability of the electrode set. Any elec-
trodes which were not tonotopically ordered in the array~for
example, electrode 6 for subject S4! were also avoided in the
selection. The electrode positions selected for each subject’s
ten-electrode experimental maps are listed in Table III.

C. Experimental maps and speech perception tests

Four maps were compared in the speech perception ex-
periment: the subject’s own clinical map, and three experi-
mental maps. The details of these four maps for each subject
are summarized in Table III. The subjects’ clinical maps usu-
ally utilized filter set 9~except S6 and S7; see Table III!. As
is the usual practice in clinic maps, the number of filters used
matched the number of electrodes, so that one or more of the
highest-frequency filters were not used when there were less
than 20 active electrodes. The highest frequency boundary
was greater than 5384 Hz in all clinic maps.

The three experimental maps all utilized the same~com-
plete! set of analysis filters for each subject. Filter set 11 was
selected~except for S6; see below! because there are nine
filters available in the frequency region below 2708 Hz, and
the goal was to allocate this frequency region to nine out of
the ten electrodes~with one filter per electrode! in the low-
frequency allocation ten-electrode map. In this map, the re-
maining nine filters~covering the range 2708–10 513 Hz!
were all allocated to the most basal of the ten selected elec-
trodes. The even-allocation ten-electrode map distributed the
18 filters of filter set 11 across the same ten electrodes using
two filters per electrode except for the first- and sixth-most
apical of the ten electrodes, each of which had a single filter
allocated. The reference map utilized the same full-electrode
set as each subject’s clinic map, but utilized all the filters
from frequency filter set 11. For subjects who had fewer than
18 active electrodes in their clinic map~see Table III!, one
filter was allocated for each electrode in the reference map
up to the most-basal electrode, which was allocated all re-
maining high-frequency filters~between one and three filters
depending on the subject!. Thus, the reference and clinic
map differed mostly in the filter set used, corresponding to a
constant ratio shift of frequency allocation.

For subject S6, the first 18 filters of filter set 9~150–
7885 Hz! were used in the three experimental maps. This
subject used filter set 7 in her clinic map, and found the shift
to filter set 11 too great to tolerate when wearing the experi-
mental maps away from the laboratory. The pattern of filter
allocation was changed slightly in her even-allocation ten-
electrode map, so that the fifth- and tenth-~instead of first-

FIG. 1. The stimulus space for subject S4 which resulted from the multidi-
mensional scaling procedure. Each number represents a stimulus on the
corresponding electrode. The arrows point to the ten electrodes chosen for
S4’s 10-electrode experimental maps. Note that electrodes 2, 3, and 6 are not
in the correct tonotopic position for this subject, and electrodes 12 and 13
are not used in his clinic map.

TABLE II. Subject details.

Subject Age Etiology
Years of profound

deafness

Years of
implant

use

SIT sentence
score in quiet
~% correct!

S1 74 Infection 23 14 11.7
S2 69 Genetic 30 13 36.3
S3 63 Otosclerosis 21 7 50
S4 44 Otosclerosis 15 7 92.5
S5 62 Otosclerosis 16 11 95
S6 53 Genetic 5 11 67.5
S7 50 Unknown 2 3 62
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and sixth-! most apical electrodes were allocated a single
filter rather than a pair of filters. This change made the even-
frequency allocation closer to that for the other subjects. It
should also be noted that the first nine filters of filter set 9
cover a frequency range up to 2013 Hz rather than 2708 Hz,
so that, in comparison to other subjects, a portion of vowel
formant information~between 2013 and 2708 Hz! was in-
cluded in the high-frequency allocation to the single basal
electrode in the low-frequency allocation ten-electrode map
for this subject.

Speech perception data with each subject’s clinical map
were collected at the start of the study, and again at the end
of the study~following a further 2-weeks experience with the
clinical map!. The subjects used each of the three experimen-
tal maps at home for periods of 2 weeks over a 14-week
period, and their speech perception was tested with each map
in a test session at the end of the corresponding 2-week pe-
riod. The order of testing of the three maps was arranged so
that learning effects were minimized. The experience/test pe-
riods followed an ABCACBA pattern, where A, B, and C
were periods with the reference map, the low-frequency al-
location ten-electrode map, and the even-allocation ten-
electrode map, respectively. An additional period with the
reference map~A! was inserted into the center of the experi-
mental period to avoid having two adjoining periods with the
even-frequency allocation~C!. A total of four repeated mea-
sures of two speech perception assessments~see below! was
obtained with each map, two in each of two test sessions for
all maps except the reference map. Since there were three
test sessions with the reference map, two measures were ob-
tained in the middle session, and one in each of the first and
last sessions.

Recordings of the Consonant–Nucleus–Consonant
~CNC! word test and the SIT sentence test~Magner, 1972!
were used to assess speech perception. The CNC word lists
comprise 50 lists of 50 words each, each list containing a
similar phoneme set as the original lists of Peterson and Le-
histe ~1962!, but adapted for Australian usage. The SIT sen-
tences are 40 lists of 15 sentences each. Both sets of speech
material used a single~but different! female speaker. All

speech materials were presented at an average level of 70 dB
SPL. The sensitivity of the subject’s speech processor was
held constant throughout the experiment. In each test ses-
sion, two CNC word lists were presented in quiet.

During each subject’s first test session~with the clinic
map!, a list of SIT sentences was presented in quiet. These
sentence scores are listed in Table II. Subjects whose score
was less than 50%~S1 and S2! were tested using two lists of
SIT sentences in quiet in this and all subsequent test ses-
sions. For the remaining subjects~who scored greater than or
equal to 50% in quiet!, an adaptive task in noise was per-
formed, whereby the noise level was adapted until the score
converged on a value 70% of the individual subject’s score in
quiet. The adaptive procedure was based on a method de-
scribed by Levitt~1970!. The speech stimulus was set so the
average~fast! meter reading for keywords in the sentences
was 70 dB SPL. The first sentence was presented in speech-
shaped masking noise at a signal-to-noise ratio of 21 dB. The
percentage of words correctly identified for that sentence was
calculated and compared to the target score~70% of the
score in quiet!. When the score in noise was lower than the
target score, the noise level was reduced, and when it was
higher, the noise level was increased, and the process re-
peated for each subsequent sentence. For example, subject
S7 obtained 62% correct in quiet; therefore, her target score
was 43.4%~i.e., 70% of 62!, and the noise was adjusted up
or down after each sentence depending on whether the score
for that sentence was greater or smaller than 43.4%. The step
sizes for the noise level were 5 dB until two level reversals
were recorded, and 3 dB until a further six reversals were
recorded. The signal-to-noise ratios at the last six turning
points were averaged. For the purposes of this test, the sen-
tence lists were concatenated~in random order! to allow the
procedure to run smoothly regardless of the number of sen-
tences needed to reach the criterion number of turning
points.

All speech test data were analyzed with repeated-
measures two-way analysis of variance~ANOVA !, with sub-
ject and map as factors. Significant map effects were further
investigated withpost hocTukey tests with a family error

TABLE III. Map details for each subject. The distribution of filters across the electrode positions is described
in the text. The electrode numbers refer to the most-basal member of a bipolar~BP! pair ~where electrodes are
numbered basal-to-apical!, or the active electrode in common-ground mode~CG!.

Subject Map Active electrodes
Frequency

set Mode

S1 Clinic & reference 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 9 & 11 BP12
10-electrode maps 1 2 8 9 11 12 13 14 16 18 11

S2 Clinic & reference 4 5 6 7 8 9 10 11 12 14 15 16 17 18 19 20 9 & 11 BP11
10-electrode maps 10 11 12 14 15 16 17 18 19 20 11

S3 Clinic & reference 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 20 9 & 11 Mixed
10-electrode maps 3 5 6 8 9 10 11 12 13 20 11 Bipolar

S4 Clinic & reference 1 2 3 4 5 6 7 8 9 10 11 14 15 16 17 18 19 20 9 & 11 BP11
10-electrode maps 1 4 5 9 11 14 16 18 19 20 11

S5 Clinic & reference 1 2 4 5 6 7 8 9 10 11 12 13 15 16 17 20 22 9 & 11 CG
10-electrode maps 2 4 7 8 9 11 13 15 20 22 11

S6 Clinic & reference 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 7 & 9 BP13
10-electrode maps 4 6 7 9 10 11 13 14 15 16 9

S7 Clinic & reference 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 10 & 11 BP11
10-electrode maps 7 8 9 10 14 15 16 17 18 20 11
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rate of 0.05. For analysis of individual subject data, repeated
measures one-way ANOVA withpost hocTukey tests were
used.

III. RESULTS

Figure 2 shows the results of the CNC word test~means
and standard deviations of initial and final consonants and
vowels! with the clinic map and the three experimental maps
for each subject, and the mean results for all seven subjects.
The CNC scores were divided into vowels and consonants
for analysis, since the test hypothesis predicted differential
effects of the experimental maps on vowel and consonant
perception, and initial data inspection confirmed this possi-
bility. Statistically significant effects of map are marked with
an asterisk for individual or mean scores. It can be seen that
the difference in mean scores with the four different maps is
generally very small and there is a large degree of subject
variability.

Data analysis showed a significant effect of map on the
vowel scores (p,0.001) with the even-allocation ten-
electrode map producing reduced scores compared to all
other maps. There was a highly significant subject/map inter-
action (p,0.001). Analysis of the initial consonant scores
revealed no significant effect of map (p50.09), but a mildly
significant subject/map interaction (p50.01). Analysis of
the final consonant scores showed a highly significant map
effect (p,0.001) with the low-frequency allocation ten-
electrode map producing scores significantly poorer than the

two full-electrode maps, although not significantly different
from the even-allocation ten-electrode map. Once again,
there was a significant subject/map interaction (p50.001).
In summary, the results showed that, in general, vowel per-
ception was degraded in the even-allocation ten-electrode
map, and consonant perception was degraded in the low-
frequency allocation ten-electrode map compared to the full-
electrode maps, but the effects were not consistent across all
subjects.

These differential effects of the two 10-electrode maps
on vowel and consonant perception are further illustrated by
analysis of the scores as percentage of phonemes correct. In
this case, both ten-electrode maps@means and standard errors
of 44.2 ~5.0! and 43.9~6.1! for low-frequency and even al-
locations, respectively# produced significantly lower scores
than both full-electrode maps@49.4 ~6.5! and 50.4~6.9! for
reference and clinical maps, respectively# with the pair of
ten-electrode maps and the pair of full-electrode maps not
being significantly different.

The phoneme confusions in the responses of the subjects
to the CNC word tests were analyzed using information
transmission analysis~Miller and Nicely, 1995!. The pho-
neme feature categories used in this analysis were as follows:
consonant voicing~yes or no!, consonant place of articula-
tion ~seven categories!, consonant manner of articulation
~five categories!, vowel duration~short or long!, first formant
frequency and second formant frequency~low, mid, or high
within each formant range!, and the first and second formant
changes that define diphthongs or steady vowels~rising, fall-
ing, or steady for each formant!. The responses for all sub-
jects were combined in this analysis, the results of which are
shown in Fig. 3. In view of the nonsignificant differences
between the clinic and reference maps found above, only the
reference map and the two 10-electrode maps were included
~all of which used the same set of analysis filters!. There are
two general observations which can be made about these
data. First, when comparing the two frequency allocations
with ten electrodes, there is less final-consonant information
~mostly attributed to reduced place-of-articulation informa-
tion! transmitted by the low-frequency allocation map com-
pared to the even-frequency allocation map. Conversely,
there was less vowel formant information transmitted~par-
ticularly F1 information and formant transition information!
within the even-frequency allocation map compared to the

FIG. 2. The results of the CNC word test for the four maps for each subject.
The scores for initial and final consonants and vowels are separated into the
three panels. Error bars denote standard deviations. Asterisks denote condi-
tions where there were significant map differences for individual subjects or
group data.

FIG. 3. The results of information transmission analysis for vowel and
consonant features in the CNC word test in quiet. The data for the seven
subjects were combined in this analysis.
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low-frequency allocation map. Second, when comparing the
full-electrode reference map to the ten-electrode maps, it ap-
pears that final consonant information~but not initial conso-
nant information! is degraded by having ten rather than more
electrodes, and that vowel information is severely degraded
in those conditions having fewer than nine electrodes allo-
cated to the formant regions.

The results of the SIT sentence test with the clinic map
and the three experimental maps are shown for each subject
in Fig. 4. Subjects S1 and S2 performed this test in quiet~left
panel of the figure!. Their individual results were consistent
with their corresponding results for CNC words. Subject S1
showed no significant effects of map on either test. Subject
S2 scored the most poorly with the even-allocation ten-
electrode map in both cases. The results for the group of five
subjects who completed the adaptive test in noise~right
panel in Fig. 4! showed a significant map effect (p
,0.001), with the even-allocation map producing poorer re-
sults ~greater signal-to-noise ratio! compared to the low-
frequency allocation ten-electrode map and both the full-
electrode maps. The results for these last three maps were
not significantly different. As with the CNC scores, there was
a significant subject/map interaction (p50.015).

In summary, the reference and clinical maps~both using
all the active electrodes! did not lead to different speech
perception ability in quiet or in noise. In comparing the re-
sults for the two 10-electrode maps, it is clear that, in quiet,
the two ways of allocating filters to the electrode positions
affected speech perception in different ways for vowels and
consonants, and the effect was not uniform across subjects.
In background noise there was a group advantage for the
low-frequency allocation ten-electrode map over the even-
allocation map, with no individual performing significantly
better with the even-allocation map.

IV. DISCUSSION

A. Effect of change in filter set

The data for the two full-electrode maps showed no ef-
fect of the shift in frequencies between the two filter sets
used ~see Table III!. When moving between filter sets all

electrode positions experience the same ratio change of fre-
quency allocation. Thus, in this experiment all subjects ex-
perienced a shift to higher frequencies in the reference map
compared to their clinical map~ranging from a constant ratio
increase of 1.33 for those using filter set 9 clinically, to 1.25
for subject S6 and 1.16 for subject S7!. A side effect of this
shift is that the range of frequencies is restricted at the low-
frequency end, with some low frequencies~150–200 Hz for
those changing from filter set 9 to filter set 11! no longer
represented in the output of the processor, and fewer elec-
trodes are allocated to theF1 formant range.

The results of the present experiment, together with
those of Skinneret al. ~1995! and Whitfordet al. ~1993! sug-
gest that implantees can, given listening experience, adapt to
a shift up or down in frequency from the frequency alloca-
tion in their normal map. In the Skinneret al. study and the
present study, the shift in frequency allocation was only
moderate~ratio changes up to 1.33!. It is possible that greater
shifts in frequency allocation may be more difficult to adapt
to. For example, subject S6 would not tolerate the shift from
filter set 7 to filter set 11~ratio of 1.66! for this experiment,
although it is not known whether she would have adapted to
this larger shift given experience.

B. Effect of frequency-allocation pattern

The two 10-electrode maps in our experiment differed
only in the pattern of allocation of the filters across electrode
positions ~factors such as number of electrodes and fre-
quency analysis range did not differ in these two conditions!.
A comparison of these two conditions tests the hypothesis
that increasing the discriminability of low-frequency infor-
mation ~at the expense in this case of discriminability of
high-frequency information! will improve the speech percep-
tion of implantees. The low-frequency allocation map repre-
sents the extreme case, in which all but one electrode are
devoted to frequencies in the range of the first and second
formants, and only one electrode position represents the re-
maining high frequencies. Our hypothesis was that the reduc-
tion of information derived from the high frequencies would
be offset by a larger improvement in information from the
low frequencies. Our rationale for this hypothesis was based
on the proposition that frequency resolution is important in
the low frequencies but less important in the high frequen-
cies.

The comparison of results with the two 10-electrode
maps only partially supported this hypothesis. It is clear that,
in general, the allocation of low frequencies to all but one
electrode improved the perception of vowel information and
degraded the perception of consonant information as ex-
pected from the hypothesis. This was supported by informa-
tion transmission analysis, with vowel formant perception
being improved by spreading out the low frequencies over a
greater cochlear extent, and consonant perception only mar-
ginally degraded by allocating all frequencies above 2600 Hz
to a single electrode position. However, the balance of these
two effects when listening to words in quiet did not consis-
tently favor the low-frequency allocation. When listening to
sentences in noise there was a more consistent advantage for
the low-frequency allocation.

FIG. 4. The results of the SIT sentence test. Two subjects performed this test
in quiet, and their % correct scores are shown in the left panel. The remain-
ing subjects performed an adaptive test in noise, and the signal-to-noise
ratios which resulted in the reduction of their scores to 70% of the corre-
sponding values in quiet are plotted. The error bars denote standard devia-
tions.
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One feature of the data is that the map changes had a
different pattern of effects for different subjects~as shown by
the significant subject/map interactions!. An obvious poten-
tial source of this variability is the individual degree of fre-
quency shift of the experimental maps from the clinically
used frequency allocation. Perhaps some subjects had more
difficulty than others in adapting to the frequency shifts. This
possibility is made less likely by the fact that no significant
degradation was observed for any subject when going from
the clinic map to the reference map. In the ten-electrode
maps, however, some of the frequency shifts were greater
than that between the reference and clinic maps, and the
frequency shifts also varied in degree across electrode posi-
tions.

To test the hypothesis that subjects were merely per-
forming better with whichever ten-electrode map minimized
the frequency shift from their clinical map, the amount of
frequency shift was calculated at three representative elec-
trode positions for each map and subject. The electrode po-
sitions were chosen to evenly sample those electrodes allo-
cated to the vowel formant frequencies in each experimental
map. The results of the calculations are shown in Table IV. It
can be seen from the table that the ten-electrode map which
resulted in significantly higher scores in quiet~marked in
bold! for each subject was not consistently the one in which
the frequency shift was less, or more constant across elec-
trode position. It is unlikely, therefore, that the subject/map
interaction found in the experimental results is due to subject
differences in the pattern of frequency allocation shift in the
two experimental maps.

An alternative source of the subject/map interaction may
be that subjects differ in the relative importance of frequency
resolution in the low- and high-frequency regions of the
speech signal. That is, subjects may differ in which cues they
attend to in order to discriminate consonants. For example,
cues for place of articulation can be provided by the formant
frequencies either in the consonant itself~semivowels,

glides, and nasals! or in the surrounding vowels~i.e., the
transitions caused by coarticulation!, but can also be pro-
vided by the spectral shape of the high-frequency noise as-
sociated with consonant production~except for the vowel-
like consonants mentioned above!. Thus, the ten-electrode
low-frequency allocation map has the potential to either im-
prove or degrade place-of-articulation perception compared
to the ten-electrode even-frequency allocation map, depend-
ing on whether implantees are attending more to spectral
cues in the formant regions or in the high-frequency region.

It is interesting to note that the two subjects~S1 and S3!
who did not show any significant effects of map on any
speech test were also subjects with poor speech perception.
This result perhaps indicates that these two subjects did not
gain as much information from the spectral content of the
speech signal~compared to amplitude envelope cues! as the
other subjects, and hence the adjustment of frequency-to-
electrode allocation did not have a large effect on them. In
summary, the results with the two 10-electrode maps suggest
that using more electrodes~nine compared to five in these
experimental maps! to represent the vowel formant fre-
quency region~up to 2600 Hz! can lead to improved vowel
perception, and improved perception of speech in the pres-
ence of background noise. However, the restriction of high-
frequency information to a single electrode position may
cause a deterioration in consonant perception which can out-
weigh any corresponding benefit of increased low-frequency
resolution when listening in quiet.

C. Effect of number of electrodes

In this study ten-electrode maps were used in order to be
able to create alternative frequency-allocation patterns for
the same set of analysis filters. The results of the study, how-
ever, do provide further information related to the question
of how many electrodes or analysis filters are required to
reach optimal performance with a cochlear implant. Previous
research which has addressed this question can be divided
into two broad categories: simulation experiments with nor-
mally hearing listeners, and speech perception experiments
with cochlear implantees.

Simulation experiments using amplitude-modulated
noise bands and normally hearing listeners show a rapid im-
provement of speech perception with increasing number of
bands up to about 4–6 bands~Shannonet al., 1995!, with
further increases up to at least eight bands when listening to
more-difficult speech material~Loizou et al., 1999!, and up
to at least 20 bands when listening in background noise~Dor-
man et al., 1998; Fuet al., 1998; Friesenet al., 2001!. Ex-
periments with implantees have generally been consistent
with the findings of experiments using normally hearing lis-
teners, if the additional and subject-dependent perceptual dif-
ficulty in resolving the features of the electrically represented
spectral shape is considered. For example, Fishmanet al.
~1997! showed no average improvement in perception of
speech in quiet with increases in electrode numbers over
seven. Zeng and Galvin~1999! investigated, with four im-
plantees, the interaction of number of electrodes used in the
Speak strategy with perception of vowels and consonants in
different signal-to-noise ratios, and found that ten or 20 elec-

TABLE IV. The ratio of frequency shift from the clinic map for electrodes
allocated to three frequencies in the two 10-electrode maps for each subject.
The maps which produced significantly better performance for individuals in
the CNC word test are marked in bold. Note that for S6, three slightly
different frequencies were used for the calculations~642, 1447, and 2177
Hz!.

Subject/Map
584-Hz
position

1393-Hz
position

2207-Hz
position

S1 low-frequency map 0.91 0.96 0.88
even map 0.91 1.33 1.54

S2 low-frequency map 1.33 1.33 1.33
even map 1.33 2.17 2.13

S3 low-frequency map 0.56 0.84 0.77
even map 0.56 0.96 1.33

S4 low-frequency map 1.33 0.96 0.57
even map 1.33 2.17 1.54

S5 low-frequency map 1.33 0.84 0.77
even map 1.33 1.33 1.33

S6 low-frequency map 0.95 0.95 0.70
even map 1.25 1.72 1.64

S7 low-frequency map 0.79 0.98 0.67
even map 0.79 1.45 1.56
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trodes were significantly better than four in all conditions.
Friesen et al. ~2001! measured the perception of vowels,
consonants, words, and sentences in various signal-to-noise
conditions and numbers of electrodes~without listening ex-
perience!. For Speak users~who had up to 20 active elec-
trodes!, there was no average improvement in vowel and
consonant perception above seven electrodes, and for words
and sentences above ten electrodes.

The present experiment differs from all the above ex-
periments in that the electrodes were selected in the reduced-
electrode map to optimize their discriminability, rather than
being selected on a spatial distribution criterion. Also, take-
home experience was provided with the reduced-electrode
maps, which should have reduced any impact of lack of ad-
aptation to frequency shifts in the new maps. These factors
should theoretically have provided an advantage for the ten-
electrode maps in the present study. However, our group re-
sults for both types of speech test are consistent in showing
that an even allocation of the 18 filters across ten~maximally
discriminable! electrode positions leads to poorer vowel per-
ception in quiet and sentence perception in noise than the
full-electrode maps~with numbers of electrodes from 15 to
18!.

There are three potential reasons for the significant re-
sult in this experiment in spite of nonsignificant results for
more than ten electrodes in the previous experiments. First,
the ‘‘perceptually even’’ method of selecting the 10 elec-
trodes may have produced poorer speech perception than a
‘spatially even’ method. Second, our experimental proce-
dures involved multiple test sessions for each condition, as
well as test procedures which avoided ceiling and floor ef-
fects, thus leading to greater statistical power, and allowing
small effects on speech perception to be statistically signifi-
cant. Third, is it quite probable that the benefit of greater
number of electrode positions is dependent on each subject’s
ability to perceptually resolve the stimulation on different
electrode positions. Since each study used only a small num-
ber of subjects, this variability can be reflected in variability
of test outcome.

The results of this experiment indicate that the question
regarding ‘‘optimal number of electrodes’’ cannot be asked
in isolation. The answer may depend both on how the range
of frequencies is distributed across the electrode positions,
and on how the electrodes are distributed along the cochlea.
In this experiment, ten optimally discriminable electrode po-
sitions produced a significantly poorer result than 15–18
electrode positions. There was also evidence that the optimal
number of electrodes may differ for high-and low-frequency
regions. The low-frequency allocation ten-electrode map had
the same number of electrode positions~nine! allocated to
the vowel formant region as the full-electrode reference map.
Subjects with this map could perceive vowels and under-
stand speech in noise at level equivalent to their reference
map performance, whereas with five electrodes~in the even-
allocation map! their perception of these speech features was
degraded. Conversely, for consonant perception, five elec-
trodes allocated to high frequencies~in the even-allocation
ten-electrode map! provided equivalent performance to nine
electrodes in the reference map, and better performance than

one electrode~in the low-frequency allocation map!. Thus,
the optimal number of electrode positions may be quite dif-
ferent for the low-and high-frequency regions, with a larger
number of electrodes required in the low-frequency region
than in the high-frequency region for optimal perception.

The results of this experiment shed some further light on
the results of Henryet al. ~2000!, in which perceived speech
information for Speak users~with 16 electrode positions!
was highly correlated with adjacent-electrode discrimination
for the 11 electrodes~using filter set 9! allocated to the
vowel-formant region. If these subjects had only a few~3 or
4! ‘‘perceptual’’ channels in this low-frequency region, then
it is hard to see why the discrimination of adjacent electrodes
would be highly correlated with speech perception scores.
On the other hand, the present experiment demonstrates that
a larger number of electrodes for the low-frequency region
may be beneficial for speech perception, provided they are
discriminable. Further research is required using maps with
more than a total of ten electrodes, to see if altering the
frequency-to-electrode allocation to improve low-frequency
resolution has a beneficial effect on speech perception.

V. CONCLUSIONS

This study has investigated the effect of changes to the
frequency-to-electrode allocation in speech processor maps
for users of the Speak strategy. The main conclusions are

~1! Subjects can fully adapt to a mild constant-ratio shift in
frequency allocation~up to a ratio change of 1.3! given 2
weeks of experience with the altered map.

~2! When 18 filters are allocated in two different ways
across the same ten electrodes~which have been selected
to maximize their discriminability!, there is a significant
but subject-dependent effect on speech perception ability
in most subjects. When listening in noise, there is gen-
erally a significant advantage for the low-frequency
range ~up to 2.6 kHz! to be allocated across the nine
instead of five of electrodes. In quiet, vowel information
is generally improved and consonant information de-
graded by the allocation of the low-frequency informa-
tion to nine rather than five electrodes, and allocation of
high-frequency information to one rather than five elec-
trodes.

~3! The optimal number of electrodes for speech perception
may differ for high-and low-frequency information. In
this study, nine electrodes were better than five for the
perception of information below 2.6 kHz, and five elec-
trodes were better than one and equivalent to nine for
perception of frequencies above 2.6 kHz.

In the present experiment the number of electrodes was
restricted, and multiple filters assigned to each electrode, in
order to be able to manipulate the pattern of frequency allo-
cation. Thus, the experimental maps did not represent clini-
cally useful conditions. In addition, subjects with neither ex-
perimental map were able to exceed their performance with
their clinical map. The results of this experiment indicate,
however, that it may be useful to investigate of the effects of
electrode discriminability and distribution of analysis filter
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bandwidths using the full electrode array in the Nucleus im-
plants ~20 electrode positions!, to see if speech perception
can be improved from that with the clinical maps. Current
commercially available speech processors for the Nucleus
implants do not provide the flexibility in design of individual
filter bandwidths which would be required to do this re-
search.
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This study compared acoustic and electroglottographic~EGG! jitter from @a# vowels of 103
dysphonic speakers. The EGG recordings were chosen according to their intensity, signal-to-noise
ratio, and percentage of unvoiced intervals, while acoustic signals were selected based on voicing
detection and the reliability of jitter extraction. The agreement between jitter measures was
expressed numerically as a normalized difference. In 63.1%~65/103! of the cases the differences fell
within 622.5%. Positive differences above122.5% were associated with increased acoustic jitter
and occurred in 12.6%~13/103! of the speakers. These were, typically, cases of small nodular
lesions without problems in the posterior larynx. On the other hand, substantial rises in EGG jitter
leading to differences below222.5% took place in 24.3%~25/103! of the speakers and were related
to hyperfunctional voices, creaky-like voices, small laryngeal asymmetries affecting the arytenoids,
or small-to-moderate glottal chinks. A clinically relevant outcome of the study was the possibility of
detecting gentle laryngeal asymmetries among cases of large unilateral increase in EGG jitter. These
asymmetries can be linked with vocal problems that are often overlooked in endoscopic
examinations. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1430686#

PACS numbers: 43.70.Dn, 43.70.Aj, 43.70.Jt@AL #

I. INTRODUCTION

Automated measures from acoustic and electroglot-
tographic~EGG! signals have been increasingly used in the
clinical assessment of voice disorders. Perturbation measures
such as jitter~cycle-to-cycle fundamental frequency pertur-
bation!, shimmer~cycle-to-cycle amplitude perturbation!, or
harmonics-to-noise ratio can aid in the evaluation of laryn-
geal pathologies, but care should be taken because there are
various sources of measurement error and intrasubject vari-
ability. Acoustic measures can be corrupted by microphone
type and positioning, recording equipment, fundamental-
frequency (F0) demarcation algorithm, or vowel type~see
the summary in Titze, 1995!, while EGG signals are sensitive
to electrode placement, changes in laryngeal height, or head
movements during phonation~e.g., Colton and Conture,
1990!. Moreover, the occurrence of perturbations and their
respective levels of severity are episodic. Intrasubject mea-
sures can vary during the course of the day or week~Hall,
1995; Boughet al., 1996!, can depend on vocal-fold hydra-
tion condition~Verdolini-Martsonet al., 1994; Hemleret al.,
1997!, hormonal changes~Hirson and Roe, 1993!, etc. The
pathology can also give rise to different temporal perturba-
tion patterns. For example, dysphonias related to gastroe-
sophageal reflux tend to be more severe early in the morning

~Sataloff, 1991; p. 180!, whereas vocal disturbances associ-
ated with nodules can increase towards the end of the day
after vocal demand, although not all measures will necessar-
ily reveal this trend~Hall, 1995!. Having these sources of
variability in mind, it cannot be expected,a priori, that any
single measure will be representative of the dysphonic voice.
Utterances such as sustained vowels, glides of pitch, loud-
ness, or register~Titze, 1995; Robinson, 1993!, should be
viewed as vocal tasks to probe the laryngeal dynamics.

Vowels prolonged with ‘‘comfortable levels of pitch and
loudness’’ are attractive from the clinical point of view be-
cause they are easy to collect. In the authors’ experience,
long sustained vowels have favored the occurrence of abnor-
malities ~e.g., increased cycle-to-cycle perturbations, invol-
untary register changes, voicing interruption, vocal tremor,
bifurcations! that seem to relate to poor respiratory-
phonatory control and usually do not occur in short vowels.
It should be noted that ‘‘comfortable levels’’ imply a lack of
control in vocal parameters, particularly fundamental fre-
quency and intensity, which can also affect perturbation mea-
sures~Orlikoff and Kahane, 1991; Gelfer, 1995!. However,
in clinical practice, rigorous control of the vocal emission
seems unrealistic because many pathologies limit the pa-
tient’s ability to control fundamental frequency~e.g.,
Reinke’s edema!, intensity~e.g., hypofunctional dysphonia!,
and even vocal register~e.g., mutational dysphonia!. Be-
sides, the change of such vocal features can be the goal of
treatment~see the related discussion in Bless and Baken,
1992; p. 203!.

This paper investigates the discrepancies between acous-

a!An earlier version of this paper was presented in ‘‘Detecting arytenoid
cartilage misplacement through acoustic and electroglottographic jitter
analysis,’’ Proceedings of the 4th International Conference on Spoken Lan-
guage Processing~ICSLP 96!, Philadelphia, PA, October 1996.

b!Electronic mail: maurilio@fisica.ufmg.br
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tic and EGG jitter. A certain vowel-independent agreement
between these measures exists in nondysphonic speakers
~Orlikoff, 1995!, but unilateral increase in EGG jitter can be
caused, for example, by the cardiovascular pulse~Orlikoff
and Baken, 1989!. The influence of fundamental period de-
marcation methods and vowel type was investigated by
Vieira et al. ~1997!. Their results indicate that currently
available methods for jitter extraction are not reliable for@i#
and@u# vowels and, as a corollary of that, for running speech.
By analyzing sustained vowels~@i#, @a#, @u#! from 15 dyspho-
nic speakers, these authors reported large discrepancies be-
tween acoustic and EGG jitter in@i# and@u# vowels, indepen-
dently ofF0 extraction methods using peaks, zero crossings,
or a wave-matching technique. In@a# vowels, though, con-
sistent values were obtained between EGG jitter based on
zero crossings in the closing phase and acoustic jitter based
on positive-to-negative~PZN! or negative-to-positive~NZP!
zero crossings. Acoustic jitter based on such zero crossings
was more reliable than measures from a wave-matching al-
gorithm, which underestimated jitter for values above
'0.6%. Wave-matching methods are intrinsically sensitive
to fluctuations in the radiated signal amplitude or shape.
These fluctuations can be caused, for instance, by overlaps in
the vocal-tract responses to glottal pulses relatively close in
time ~Hillenbrand, 1987! or by source jitter, which leads to
‘‘harmonic shimmer’’ as the harmonics shift in frequency
and undergo an uneven vocal-tract filtering~Murphy, 1999!,
similarly to what occurs in amplitude vibrato~Sundberg,
1987; p. 164!.

A dominant PZN or NZP pattern~Fig. 1! can be robustly
detected in sustained@a# because the largest peak in each
glottal cycle is sharper in@a# than in@u# and@i#. Additionally,
the steep zero crossings in@a#, associated with first formants
having relatively high frequencies, provide better immunity
to glottal noise. The superiority of zero crossings in@a# has
been recently exploited in a comparative study of high-
precision F0 extraction methods in dysphonic@a# vowels,
where the referenceF0 values were obtained with a semiau-

tomatic identification of the patterns described above~Parsa
and Jamieson, 1999!.

It is well known that acoustic measures of jitter, shim-
mer, and glottal noise can be strongly correlated~Hillen-
brand, 1987! and much research has been devoted to un-
couple them~e.g., Coxet al., 1989; Qi, 1992; Qiet al., 1995;
Murphy, 1999; Lucero and Koenig, 2000!. Independent per-
turbation indices may improve the correlations between
acoustic measures and perceptual ratings of voice quality if,
for instance, vocal breathiness is associated with increased
harmonics-to-noise ratio only, and vocal harshness with jitter
only. However, acoustic jitter and shimmer can be intrinsi-
cally interdependent due to harmonic shimmer, as discussed
above. The measures of acoustic and EGG jitter used in this
study anchor in a common phonatory event, namely, the rela-
tively fast closing phase of the glottal cycle. Sources of jitter
inflation in only one of the signals were intentionally avoided
in the analysis routines. For instance, aerodynamic turbu-
lences produced by glottal chinks were regarded as artifacts
in acoustic jitter extraction, although the quantification of
such noise is of major interest in acoustic harmonics-to-noise
ratio measures.

It is of clinical interest to know whether pathologies give
rise to deviations between acoustic and EGG jitter or if these
values can be used without distinction. To help answer this
question, this study compared measures from sustained@a# in
a large group of speakers suffering from various laryngeal
pathologies. The agreement between measures held for most
cases in which comparison was possible, but discrepant val-
ues occurred despite adequate signals. As detailed in subse-
quent sections, some of the discrepant measures can be as-
sociated with laryngeal anatomic or physiologic anomalies of
clinical relevance.

II. METHOD

A. Data acquisition

The subjects were adult outpatients of the Voice Clinic
of the Royal Infirmary of Edinburgh who attended sessions
from May 1994 to August 1995. Each person was seated in
an Amplivox-Burgess audiometer booth and fitted with a
Shure SM10A head-worn microphone, laterally positioned at
about 4 cm from the lips, and amplified by a Shure FP11
microphone-to-line amplifier. A portable laryngograph
~Laryngograph Ltd., London! provided line-level EGG sig-
nals. Subjects were not using metallic necklaces during the
recordings and, as is common in electroglottography, diffi-
culties in obtaining adequate signals arose mostly in women,
men with beards or wide necks, and pathologies that reduce
the vocal contact. The microphone and EGG signals were
monitored in an analog oscilloscope, and a Sony 55ES digi-
tal audio tape~DAT! recorder simultaneously digitized the
waveforms at 48 000 samples per second, 16 bits per sample.
The background acoustic noise, as monitored in the DAT,
was below260 dB re: FS ~referenced to full scale!. The
amplification was adjusted to keep the average recording lev-
els at about26 dB re: FS ~acoustic! or between220 and
212 dB re: FS ~EGG!. The EGG level was relatively
smaller to avoid clipping caused by excessive baseline fluc-
tuation prior

FIG. 1. Zero-crossing patterns observed in sustained@a# vowels. Top:
Positive-to-negative~PZN! crossing. Bottom: Negative-to-positive~NZP!
crossing. P and N indicate positive and negative significant peaks, respec-
tively, and Z is a zero crossing.
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to digitization due to insufficient high-pass filtering by the
laryngograph, which had a flat response between 10–5000
Hz. Later, the signals were resampled through a Sound
Blaster 16 personal computer audio card at 22 050 samples
per second, 16 bits per sample.

The recordings were taken during the maximum sus-
tained phonation of@a#,1 each patient being instructed to take
a deep breath and prolong the vowel as long as possible at
comfortable levels of pitch and loudness; maximum phona-
tion times ranged from 3 to 42 s. The computer algorithms
processed the whole utterance and no segment~such as voice
onset or offset! was manually excluded from analysis, al-
though an upper limit of 10% was applied to EGG jitter
measures, as discussed later.

After the voice recording session, each subject was sub-
mitted to an endoscopic examination with a 70° oral tele-
scope connected to a B&K 4914 stroboscope, a Panasonic
CCD WV-KS152 color digital microcamera, and a Panasonic
NV-SD40B VHS ~video home system! four-head recorder.
Video clips with 1603120 pixels, 16 bits for colors, were
created from the VHS tapes through a Movie Machine Pro
card ~FAST Electronic GmbH, Munich!. Data from 222 pa-
tients were collected but many subjects were excluded from
the study due to poor EGG signals or unreliable acoustic
jitter measures, as discussed further below.

B. EGG-signal selection and processing

The inadvertent use of automated measures from noisy
or highly irregular signals is a major risk of the EGG tech-
nique. Before relying on automated ‘‘objective’’ measures, it
is of primary importance to certify that the signals have not
been corrupted by poor vocal-fold contact, inaccurate place-
ment of electrodes, or signal-processing artifacts such as
phase distortion, system bandwidth, or clipping~Watson,
1995!. In the study reported here, each waveform was visu-
ally examined at the initial-, mid-, and final portions, 65
recordings being excluded for presenting small amplitudes
~i.e., peak-to-peak amplitude less than 14 000 units! or aber-
rations ~Vieira et al., 1997! that could deceive the signal-
processing algorithms. Next, to remove baseline drift, 50-Hz
hum, or noise above the 5000-Hz upper limit of the laryngo-
graph, the recordings were bandpass filtered~60–5000 Hz!
with zero phase shift~Kormylo and Jain, 1974!. Then, F0

contours based on zero crossings in the closing phase~Vieira
et al., 1996! and a measure of the signal-to-noise ratio~SNR!
were extracted.

A noise measure named Normalized Noise Energy
~NNE, Kasuyaet al., 1986! was used by Watson~1995! to
select EGG signals adequate for automated measures. He
suggested that recordings should be discarded if NNE.215
dB. The study reported here used an alternative signal-to-
noise ratio~SNR! defined as

LSNR~ j !510• log10F (k50
Tj 21

@ 1
2•~xzj 1k1xzj 1Tj 1k!#

2

(k50
Tj 21

@ 1
2•~xzj 1k2xzj 1Tj 1k!#

2G ,

~1a!

SNR
~EGG!

5
1

N21 (
j 50

N22

LSNR~ j !, ~1b!

where LSNR(j ) is the local signal-to-noise ratio of thejth
glottal cycle,zj is the index of the sample closest to thejth
cycle’s zero-crossing instant,Tj is the number of samples in
the jth cycle’s fundamental period, andN is the number of
detected cycles. It can be shown~e.g., Taylor, 1994; p. 426!
that the numerator of Eq.~1a! behaves like a comb filter,
selecting energy aroundF0 and its harmonics, while the de-
nominator is a comb filter at interharmonic energy. The con-
dition NNE.215 dB is equivalent to SNR,17.5 dB~Fig. 2!
and excluded seven noisy recordings that were not detected
in the visual inspection.

Unvoiced segments are common in sustained vowels of
dysphonic speakers. To take this into account, an objective
criterion based on voicing detection was used to select re-
cordings. For reasons explained later, 20 EGG recordings
with unvoiced intervals totaling more than 25% of the utter-
ance were rejected. At the end, EGG data from 130 out of
222 patients were left for jitter analysis.

Instantaneous jitter was calculated according to the first-
order perturbation function, PF1~Titze, 1995!, but mean val-
ues included only instantaneous measures not higher than
10%, that is

PF1~ i !5
uF0~ i 11!2F0~ i !u

1
2•@F0~ i 11!1F0~ i !#

3100%, ~2a!

PF1105
1

N10
(
i 51

N10

PF110~ i !, ~2b!

where F0( i ) is an instantaneous fundamental frequency
value, PF110( i ) is an instantaneous jitter<10%, andN10 is
the number of such values in each time series. The 10%
restriction aimed to limit EGG and acoustic measures to the
same range because acoustic values above 10% were auto-
matically rejected by the acoustic processing~Schäfer-
Vincent, 1983!, whereas instantaneous EGG values above
this limit ~e.g., in creaky voice! could be measured with con-

FIG. 2. EGG signal selection based on SNR values. A comparison of mea-
sures of SNR@Eq. ~1!# and NNE taken with the commercial packageDR.

SPEECH SCIENCE~Tiger Electronics, Seattle!, across 15 patients resulted in a
correlation of20.87 between measures. Watson’s~1995! rejection criterion,
NNE.215 dB, corresponds to SNR,17.5 dB. Three recordings~filled dots
at NNE521 dB! were rejected by the commercial package.
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fidence. Although previous research by the authors suggests
that mean acoustic jitter measures (PF110) above'2.5% can
be unreliable, the 10% limit was kept to allow the detection
of large unilateral increase in EGG jitter.

In summary, 130 EGG recordings were selected accord-
ing to visual inspection, voicing detection, and SNR mea-
sures. Details on the processing of the acoustic data are given
next.

C. Acoustic signal processing and selection

Acoustic recordings of the 130 selected patients were
analyzed by a fully automatedF0 and jitter extraction algo-
rithm ~Schäfer-Vincent, 1983; Vieiraet al., 1997!. Briefly,
during jitter extraction two sets of values were initially taken
from each recording: when searching for NZP patterns~Fig.
1!, auxiliary jitter values were calculated from the first zero
crossings after negative significant peaks, PF10(NW ), and be-
fore positive significant peaks, PF10(PQ); notice that these val-
ues can differ in noisy waveforms. Similarly, in the PZN
searching mode auxiliary measures were based on zero
crossings after positive peaks, PF10(PW), and before negative
peaks, PF10(NQ ). Two jitter candidates associated with each
pattern were then calculated as follows:

PF110~PZN!5 1
2@PF110~PW !1PF110~NQ !#, ~3a!

PF110~NZP!5 1
2@PF110~NW !1PF110~PQ !#. ~3b!

To end the procedure, one of the candidates was elected ac-
cording to the parameter ‘‘ratio’’

ratio~PZN)

5min@PF110~PW !/PF110~NQ !, PF110~NQ !/PF110~PW !#

3100%, ~4a!

ratio~NZP)

5min@PF110~NW !/PF110~PQ !, PF110~PQ !/PF110~NW !#

3100%. ~4b!

The maximum ratio value above 80% adequately selected
the most reliable zero-crossing pattern but recordings from
19 out of 130 patients were abandoned due to ratio values
less than 80%.

Last, eight acoustic recordings with more than 25% of
unvoiced intervals were excluded, leaving 103 acoustic mea-
sures for comparison with the respective EGG values. The
voicing criterion guaranteed that at least 50% of the utter-
ance provided EGG and acoustic measures. Considering a
minimum effective length of 1.5 s~50% of 3 s! and F0

5120 Hz~male average!, at least 180 cycles, approximately,
would be analyzed. This harmonizes with the study of Kar-
nell ~1991!, suggesting that mean jitter in speakers with
moderate levels of hoarseness asymptotes after approxi-
mately 190 cycles. In another related study, Schereret al.
~1995! investigated the number of voice tokens required to
determine representative voice perturbation values but rec-
ommended a number of cycles higher than 190. In their in-
vestigation, each token consisted of 100 consecutive glottal
cycles, taken at least 200 ms after phonation onset in a pro-

longed steady@Ä# vowel. By analyzing the cumulative aver-
age of each perturbation measure as a function of the number
of tokens used in the respective average, they recommend at
least 15 tokens to yield representative perturbation values in
voices with high levels of instability~i.e., perturbation values
greater than one standard deviation above the normative
mean!. As noted by Scherer and colleagues~p. 1266!, ‘‘There
should be a trade-off relation between the number of tokens
required for a stable average of a perturbation measure and
the number of consecutive cycles used in the analysis of each
token.’’ Thus, fifteen 200-ms tokens would correspond to a
single 3-s token ~153200 ms!, or 360 cycles atF0

5120 Hz, which is twice the minimum value suggested by
Karnell ~1991!. There is a possibility that the recommenda-
tion in Schereret al. ~1995! was inflated by outliers in the
cumulative averages, as suggested by data in their Fig. 2~p.
1263!.

D. Comparison of EGG and acoustic jitter

According to the criteria above, acoustic and EGG jitter
were measured in 103 patients. A normalized difference,DI,
was used to compare the measures from each subject, where

DI5
PF110~acoustic!2PF110~EGG!

PF110~EGG!
3100%. ~5!

So, negativeDI values indicate inflation in EGG jitter while
positive values indicate increase in acoustic jitter.

III. RESULTS AND DISCUSSION

A. On signal selection

In Titze ~1995! many recommendations onacoustic
voice analysis were summarized. In particular, signals were
classified as type 1~nearly periodic with perturbation mea-
sures less than about 5%!, type 2~with intermittency, strong
subharmonics or modulations!, or type 3~chaotic or with no
apparent periodic structure!. It seems difficult to discriminate
between type 2 and type 3 signals considering that the exis-
tence of chaos in real voices remains to be proved and that
the extraction of rigorous indicators of chaotic dynamics is
affected by small sample lengths and nonstationarity in the
voice production system~e.g., Behrman and Baken, 1997!.

Behrmanet al. ~1998! reported a study where clinicians
used the 3-type scheme mentioned above to visually classify
voice signals. These authors acknowledged that the recom-
mendations in Titze~1995! refer to acoustic analysis but ap-
plied them to EGG signals also. It should be noted, though,
that irregular vibrations do not necessarily result in noisy or
inadequate EGG signals because they can still provide reli-
able demarcation of glottal cycles in segments where auto-
matic tracking of acoustic signals fails. Electroglottographic
signals have been used, for example, to investigate subhar-
monic vocal-fold vibratory patterns that resemble creaky
voice in certain aspects~Švec et al., 1996!.

Regarding standardization, Titze~1994! observed that
standards are helpful because they educate newcomers to the
field, they simplify procedures, and they help to certify. On
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the other hand, they are not helpful in the sense that~p. 2!
‘‘premature standardization or overstandardization can be a
hindrance to progress.~...! Standards should therefore not be
a threat to those who do not wish to conform; they should at
most be a slight inconvenience.~...! In addition, standards
may be confusing or erroneous.~...! For this reason, stan-
dards require frequent reviewing and updating.’’

In our study, acoustic jitter was extracted from nearly
type 1 portions of the sustained vowel but EGG measures
were not necessarily limited to segments of this type. The
exclusion of non-type 1 segments from perturbation statistics
was discussed by Behrmanet al. ~1998! but they also
pointed out that the removal of aperiodicities could result in
a complete distortion of the data. A compromise, adopted
here, was to exclude utterances in which the proportion of
non-type 1~i.e., unvoiced! segments was above a certain
value, guaranteeing that at least 1.5 s were successfully
tracked by theF0 detection algorithm. The average number
of cycles used in the estimation of acoustic jitter in the 103
selected patients was 1892~standard deviation: 113; range:
157–5939!. In three cases, the total of cycles was less than
the 360 cycles recommended by Schereret al. ~1995!, the
respective values being 157, 190, and 244.

B. Overview of the results

The incidence of disorders in the original and selected
recordings is presented in Table I. As seen, most of the re-
jections occurred in cases of paralyses, nodules, and
functional/abuse/MTD~muscular tension dysphonia!. The
latter group included cases of psychogenic dysphonias,
which are often hypofunctional states characterized by poor
respiratory support, longitudinal chinks, and vocal-fold bow-
ing ~e.g., Stemple, 1993!, leading to poor EGG signals and

breathy voices. A similar scenario was seen in cases of my-
opathy and presbyphonia. A high rate of rejections also oc-
curred in the few cases of anterior webs and scarred vocal
folds, which resulted in severe voice problems and aphonic
speakers.

A scatter plot of the jitter measures is presented in Fig.
3, showing agreement between acoustic and EGG jitter for
values up to'2.7%. The correlation coefficient between
measures wasr 50.86, strongly suggesting that they repre-
sent the underlying mechanical perturbations, particularly
because they were derived from physiologically related
events in different signals. It appears that there are no re-
ported data confronting EGG and acoustic measures in dys-
phonic speakers, but comparisons between independent mea-
sures of acoustic jitter in pathological voices show poorer
agreement than those in Fig. 3. For instance, Rabinovet al.
~1995! compared acoustic jitter estimated with three com-
mercial packages and found low correlations~0.20 to 0.66!
between values. As they observed~p. 27!, ‘‘...even systems
whose jitter measurements were moderately correlated did
not necessarily produce the same numbers for a given
voice.’’ Despite the relatively high correlation between mea-
sures in Fig. 3, marked differences occurred in the midrange
of jitter values~'0.25%–1.3%!. To find possible explana-
tions for these discrepancies, a careful inspection of acoustic
and EGG waveforms, plots of jitter time series, videoendo-
scopic images, and medical history details, was carried out,
as described below.

A histogram ofDI values was used in this investigation.
As seen in Fig. 4, in most cases~65/103563.1%! the differ-
ences fell within622.5%. The hatched bins at the right-hand
side of Fig. 4 represent the cases~13/103512.6%! in which
acoustic jitter was markedly larger than EGG jitter~i.e., DI

.22.5%!. The hatched bins at the left side indicate the pa-
tients ~25/103524.3%! with acoustic jitter marked smaller
than EGG jitter~i.e., DI,222.5%!.

The 622.5% range was adopted as reference because a
number near this interval~623.81%! encompassed all jitter
differences in the former study with 15 dysphonic speakers.
There are other data in the literature supporting this choice.
Normative EGG and acoustic jitter values from normal
speakers were reported by Orlikoff~1995!, who compared

TABLE I. Overview of the pathologies in the original and selected group of
recordings. M5male, F5female, MTD5muscular tension dysphonia,
NAD5no abnormality detected, rec.5recurrent laryngeal nerve.

Laryngeal problem

Original Selected

F M F1M F M F1M

acid laryngitis 2 5 7 2 3 5
carcinoma 1 3 4 0 1 1
cyst 8 1 9 5 1 6
granuloma 0 1 1 0 1 1
leukoplakia 0 2 2 0 1 1
mutational dysphonia 0 2 2 0 1 1
myopathy 2 7 9 0 2 2
NAD 15 9 24 11 7 18
nodules 23 2 25 11 2 13
papillomas 3 4 7 1 3 4
polyp 2 2 4 1 1 2
presbyphonia 3 5 8 1 2 3
functional/abuse/MTD 45 13 58 21 6 27
rec. paralysis~unilateral! 14 13 27 5 2 7
rec. paralysis~bilateral! 1 0 1 0 0 0
Reinke’s edema 3 0 3 2 0 2
sulcus vocalis 3 1 4 0 0 0
scar 5 4 9 1 2 3
web 1 2 3 0 0 0
others 9 6 15 4 3 7
Totals: 140 82 222 65 39 103

FIG. 3. Scatter plot of acoustic and EGG jitter from 103 dysphonic speak-
ers. The three lines in the plot indicate the conditions where the normalized
differences,DI, are122.5%~top!, 0% ~mid!, and222.5%~bottom!.
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acoustic and EGG jitter from eight vowels@{ }, # Ä Å Ç É#,
produced with controlled values of intensity and fundamental
frequency. The@a# vowel used here is closest to@Ä#, consid-
ering that@a# differs from @Ä# only in the front–back dimen-
sion, whereas it differs from@,# and @## in the front–back
and open–close dimensions~Schwartzet al., 1997; p. 236!.
The variability in jitter measures can be expressed by the
coefficient of variation~CV!, i.e., the standard deviation di-
vided by the respective mean; jitter estimates that deviate by
more than one standard deviation above the normative mean
have been regarded as ‘‘large’’ in the literature~Scherer
et al., 1995!. Using Orlikoff’s measures~in ms! for @Ä#, the
CV values for male subjects become 0.009/0.041522.0%
~acoustic! and 0.010/0.044522.7% ~EGG!, the correspond-
ing values for females being 0.007/0.038518.4% ~acoustic!
and 0.006/0.040515.0% ~EGG!. The 22.5% range is thus
equivalent to the maximum CV~22.7%! from the nondys-
phonic normative open vowel. In general, the coefficient of
variation in Orlikoff ~1995! tended to be larger for other
vowels, indicating that the measures from the open vowel
were more stable.

C. Increased acoustic jitter „DIÌ¿22.5%…

Large acoustic jitter (DI.122.5%) occurred in 13 sub-
jects, with a predominance of small nodular lesions: 2 cysts,
4 nodules, 2 polyps, and 1 papilloma; in the latter, videoen-
doscopic images revealed only one small lump affecting the
anterior part of one fold. The other cases were 1 functional
dysphonia, 1 leukoplakia, and 2 Reinke’s edemas~postsur-
gery!. The acoustic signals of patients withDI.122.5%
were affected by noise due to incomplete glottal closure.
Although Eq.~4! provided high ratio values, indicating that
the zero crossings were detected with confidence, noise con-
taminated the regularity of the crossings, as exemplified in
Fig. 5. Since this problem is a pure acoustic artifact, there
was no corresponding increase in EGG jitter.

Unilateral rise in acoustic jitter can occur in the breathy
voices of paralyzed vocal folds. In general, though, jitter
comparison cannot be carried out in such voices because
EGG signals tend to be inadequate. Nevertheless, there were
two cases of recovering paralyses among the 103 selected
patients. The correspondingDI values were 0.56% and

213.04%, suggesting that acoustic jitter measures were, pos-
sibly, not inflated by aerodynamic noise. In one case there
was actually a certain increase in EGG jitter. As will be
justified later, EGG jitter can increase substantially in certain
mild paralyses and other anomalies that affect the posterior
larynx.

D. Increased EGG jitter „DIËÀ22.5%…

Twenty-five patients had normalized differences below
222.5%. The diagnoses, detailed in the third column of
Table II, can be grouped into three classes:~1! Structurally
normal or almost normal larynges~no abnormality detected,
acid laryngitis, functional dysphonia, myopathy!; ~2! Abnor-
malities in the posterior glottis~laryngeal trauma, intubation
granuloma, and paralysis!; and~3! Lesions of the vocal-fold
mucosa~scar and dysplasia!. The cases of cyst do not fit in
the above classification.

The observation of waveforms and a careful frame-by-
frame analysis of videoendoscopic images of the 25 patients
revealed a more complex scenario than in the group withDI

.122.5%. Nonetheless, combinations of the following fea-
tures were common~Table II!: laryngeal hyperfunction, pos-
terior glottal chink, asymmetries in the posterior part of the
larynx, creaky-like voice, and some increase in EGG noise.
Each factor contributed to jitter in a peculiar way.

Many hyperfunctional laryngeal patterns have been de-
scribed in the literature~Morrisonet al., 1986; Morrison and
Rammage, 1993!. Eight patients~Table II! had a laryngeal
hyperfunction pattern where, as described by Hirano and

FIG. 4. Distribution of normalized differences. Differ-
ences between EGG and acoustic jitter,DI, for 103 dys-
phonic speakers. The rightmost bin accumulates all dif-
ferences between 97.5% and 162.5%. The hatched bins
are discussed in the text. The width of the bins was 5%
and the central bin was symmetrically positioned
around zero so that the622.5% range could be delim-
ited.

FIG. 5. Increase in acoustic jitter. Notice noise affecting acoustic zero cross-
ings ~solid line! and also the reduced closed quotient in the EGG signal
~dotted line!, typical of breathy voices. Upward changes in EGG signals
represent increasing vocal-fold contact. Data from a patient with leukoplakia
andDI5157.64%.
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Bless~1993; p. 179!, the ‘‘false folds are often excessively
adducted. The epiglottis is strongly pulled backward and the
arytenoids are markedly pulled forward during phonation.
The vocal folds are often shortened.’’ Moreover, a lessening
of the acute angle defined by the edges of the aryepiglottic
folds and the posterior commissure is also typical~Fig. 6!,
and the arytenoids may fall inward due to fatigue of the
posterior cricoarytenoid muscle~Harris and Lieberman,
1993! because the activity of this muscle will be necessary in
order to counterbalance the increased activity of the adduc-
tors ~Hirose and Gay, 1972, 1973; Hirano, 1981!.2 These
laryngeal hyperfunction features seem capable of inflating
EGG jitter by means of fluctuations in the contact area be-
tween the arytenoids or between the corniculate cartilages

~the latter being small cartilages that rest on top of the
arytenoids and behaving like cushions to absorb the adduc-
tive impact of the arytenoids!.3 Trembling of the arytenoids
could be observed in stroboscopic sequences but the delin-
eation of the cartilages was often unclear.

Images from 11 patients provided other indications of
instabilities in the contact of the arytenoids. The main fea-
tures were asymmetries in the phonatory position of these
cartilages and/or in their maneuvers during glottal opening or
closing. These features can be easily detected in videoendo-
scopic sequences~Sulteret al., 1996! provided that clinicians
give attention to the laryngeal framework. Asymmetries af-
fecting the arytenoids were seen in~a! Two cases of recov-
ering paralyses and one case of laryngeal trauma due to an
anesthetic intubation that dislocated the left arytenoid; and
~b! Seven cases of nearly normal larynges~four patients with
no abnormality detected, one functional dysphonia, one acid
laryngitis, and one scar postsurgery!.

In general, the human body, including the larynx
~Hirano et al., 1989!, is not symmetrical across the midline,
but the medical literature shows that asymmetries involving
the arytenoids can originate from a number of laryngeal dis-
orders. Among the ten observed cases of asymmetries, some
resembled descriptions of~1! selective paralysis, or paresis,
of the recurrent laryngeal nerve~Sasakiet al., 1980!; ~2!
gentle states of paradoxical vocal-fold dysfunction~Powell
et al., 2000!; ~3! laryngeal synkinesis, i.e., the unintentional
movement of one muscle due to the voluntary action of an-
other muscle, which is caused by cross innervations and can
lead to trembling of the arytenoids~Crumley, 1989!; ~4! uni-
lateral paralysis of the superior nerve, which can cause a

TABLE II. Large-EGG-jitter group (DI,222.5%). ID5patient identification; NAD5no abnormality detected,
SNR5EGG signal-to-noise ratio. The criteria adopted to detect hyperfunction, posterior glottal chinks, laryn-
geal asymmetries, creaky-like EGG, and EGG noise are described in the text.

ID DI(%) Diagnosis
Hyper-
function

Post.
chink

Laryngeal
asymmetry

Creaky-
like EGG

EGG
noise

SNR
~dB!

1 223.86 NAD A A A A 20.72
2 228.29 trauma A A A 22.49
3 230.95 NAD A A A 26.38
4 223.81 cyst A 21.62
5 245.54 paralysis A A A A 28.45
6 233.52 granuloma A A A 24.34
7 235.79 functionala A 18.68
8 244.09 scar A A A 27.38
9 223.64 papilloma A A A A 32.67

10 222.64 Reinke’s edema A A A A 22.16
11 228.57 functional A A A 28.50
12 231.34 dysplasia A 25.35
13 229.73 functional A A A 29.01
14 231.35 scar A A A 19.95
15 232.35 functional A A A 28.73
16 245.45 cyst A A 24.00
17 235.85 cyst A A A 29.81
18 224.31 acid laryngitis A A A 22.52
19 235.00 functionala A 25.99
20 228.21 presbyphonia A 24.99
21 228.07 rec. paralysis A A A A 24.04
22 224.53 NAD A A 33.69
23 255.95 NAD A A 25.85
24 254.40 presbyphonia A A A 24.26

aVideoendoscopic images not available.

FIG. 6. Laryngeal hyperfunction. The drawn angle is more acute in a tense
~left! than in a nontense larynx~right!. In the left panel the arytenoids are
pulled towards the glottal midline. In clinical practice, it is not always pos-
sible to obtain highly symmetrical images. In the left panel, for instance, the
patient’s right arytenoid is slightly closer to the lens than the left arytenoid,
but the acute angle is not a consequence of image distortion. In particular,
the pressed ventricular folds are useful signs of hyperfunction. Note that the
false folds~arrow! are tight and elongated due to increased medial compres-
sion and longitudinal tension, respectively.

1051J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Vieira et al.: Jitter differences



lowering of the fold in the affected side and the rotation of
the posterior glottis towards the paralyzed side~Arnold,
1961; Tanaka, Hirano and Umeno, 1994!; and~5! fixation of
the cricoarytenoid joint due, e.g., to prolonged intubation
~Sasakiet al., 1980!, laryngeal manifestations of rheumatoid
arthritis ~Brooker, 1988!, or anatomical asymmetries in the
cricoarytenoid joints~Sellars and Keen, 1978; Kahane and
Hommons, 1987!. A clinical confirmation of the anomalies
would require electromyographic~EMG! evaluation, but this
was not carried out in the subjects. Even if multichannel
EMG equipment had been available, electromyography
would have been tried in just a few patients and probably
only in the cricothyroid and thyroarytenoid muscles, because
other intrinsic laryngeal muscles are difficult to reach~Hirose
and Gay, 1972!. An example of what appeared to be a par-
tially recovered paralysis or a mechanic fixation of the right
cricoarytenoid joint is given in Fig. 7. The image was taken
from patient 23 in Table II. This case exemplifies a situation
that commonly occurs in videoendoscopic examination: the
clinician focuses his attention on the phonatory movement of
the folds, giving little importance to small changes in the
structure of the larynx.

As a word of caution, care should be taken with apparent
asymmetries in the posterior larynx caused by optical arti-
facts. Remembering that an oral telescope was used in this
research, false asymmetries were seen in three situations:~1!
when the endoscope was not aligned with the glottal midline;
~2! when it was rotated in relation to its longitudinal axis;
and ~3! when its tip was closer to one arytenoid than the
other. Similar artifacts have been reported in connection with
nasal fiber optic endoscopy~Casperet al., 1988!.

Laryngeal gentle asymmetries can have phonatory im-
plications. Asymmetries can cause differences between the
longitudinal tensions of the vocal folds, facilitating left–right
desynchronizations that can lead to voice breaks and creaky
voice ~Berry et al., 1994!. This can occur, for example, if the
lax fold vibrates with a strong, second-order longitudinal
mode, whereas the other fold vibrates in the fundamental
longitudinal mode only. Under such conditions, mechanical
transients can be triggered by desynchronized collisions of
the folds. The relative phase of the folds’ oscillations and the
site of the impacts seem to play an important role in the
production of transients~Fig. 8!. Clinical practice reveals
that the anterior third is a highly sensitive region: the closer
a problem is situated toward the anterior commissure, the
greater the vocal problem~Luchsinger and Arnold, 1965; p.
282!. A type of collision in asymmetrical folds that can lead
to mechanical transients is represented pictorially in Fig. 8
~right!. This drawing was based on stroboscopic frames seen

just beforethe beginning of mechanical transients leading to
spells of irregular creaky-like voice; notice that the interpre-
tation of stroboscopic sequences during the highly irregular
transients is meaningless. Similar voice breaks have been
described in association with subharmonic vibratory patterns
of the vocal folds~Švec et al., 1996! and with jumps be-
tween modal voice and falsetto~Švec et al., 1999!. A ques-
tion on the importance of laryngeal asymmetries has actually
been raised by these authors~p. 1529!: ‘‘As no larynx is
ideally symmetrical, however, the question remains unre-
solved as to whether, and to what extent, asymmetry is an
important factor~...! in the occurrence of spontaneous chest-
falsetto jumps.’’ Emphasizing that the transients illustrated in
Fig. 8 ~right! occurred in a kind of modal-to-creaky phona-
tion, it seems advisable that clinical protocols for videoendo-
scopic examination include slowF0 glides to probe such
breaks along the patient’s phonatory range.

As a final aspect concerning the posterior larynx, 14
patients, shown in Table II, had small-to-moderate posterior
glottal chinks, i.e., from chinks limited to the cartilaginous
glottis up to chinks extending into the membranous part, as
described by Hertega˚rd and Gauffin~1995!. In these cases,
mucus spots, which can interfere with the EGG signal
~Childerset al., 1986!, could be seen moving in the cartilagi-
nous glottis during endoscopy. This may have also contrib-
uted to the ‘‘EGG noise’’ indicated in Table II and exempli-
fied in Fig. 9, which was present throughout the recordings
of 19 patients. This noise did not decrease the SNR substan-
tially, compared with the 28.19-dB average, but introduced

FIG. 7. Laryngeal asymmetry. Notice the limited movement of the patient’s
right arytenoid during adduction. Images from patient 23~Table II!, with
DI5255.95%.

FIG. 8. Asymmetrical vocal-fold vibration and voice breaks. The arrows
indicate the directions of movement. The left- and midpanels schematically
show two asymmetrical patterns that are stable during phonation and do not
lead to voice breaks, whereas the pattern on the right panel is unstable. Left:
both folds vibrate in the fundamental longitudinal mode but there is a phase
difference of 180° in the medial-lateral excursion of the folds. Mid: both
folds vibrate in the second longitudinal mode, a phase difference of 180°
also existing between them. Right: one fold vibrates in the first longitudinal
mode and the other in the second mode; the surrounded part is the local of
collisions that initiate mechanical transients and voice breaks. As the colli-
sion occurs near the anterior commissure, it is potentially harmful to pho-
nation.

FIG. 9. Irregularities in the EGG closing phase. Example of a patient with
DI5135.85%, showing cycle-to-cycle changes in the slope of the closing
phase and high-frequency noise throughout the electroglottogram. Upward
changes in EGG signals represent increasing vocal-fold contact.

1052 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Vieira et al.: Jitter differences



irregularities in the slope of the closing phase leading, even-
tually, to jitter. Notice how the inflection in the closing phase
of the second glottal cycle differs from the others. In a few
patients this irregular aspect of the EGG signal was not ob-
served though, and the source of EGG jitter was creaky-like
phonation only.

It is known that creaky voice~or vocal fry! is produced
with relatively low fundamental frequencies~'50 Hz!, re-
duced airflow, low EGG contact quotients, and EGG ampli-
tude perturbation patterns ranging from increased shimmer to
multiple and irregular peaks per EGG cycle~Hollien, 1974;
Dejonckere and Lebacq, 1983; Blomgrenet al., 1998!. A re-
lated irregular vibratory pattern was reported by Sˇvec et al.
~1996!, who described a subharmonic oscillation pattern
similar to vocal fry but produced with increased airflows.
Irregular creaky-like vibrations can also be caused by vocal-
fold asymmetries in tension or mass~Ishizaka and Isshiki,
1976; Isshikiet al., 1977; Wonget al., 1991!. It does not
seem simple to discriminate these creaky-like vibrations
solely based on the analyses of acoustic, electroglot-
tographic, and standard videoendostroboscopic recordings.

Inspection of the EGG and acoustic jitter time series of
all patients in Table II revealed 11 cases~indicated by
‘‘creaky-like EGG’’ in the table! with long segments of EGG
jitter systematically larger than acoustic values, as exempli-
fied in Fig. 10. The voices sounded creaky in such segments.
Three regions of interest are indicated in the upper panel of
Fig. 10. In region I, acoustic and EGG jitter nearly over-
lapped and, as seen in the sample waveforms~lower panel
A!, there was no increase in EGG shimmer along this region.
This pattern was also present in the time series of the patients
with DI values within622.5%. In region II, EGG and acous-
tic jitter were correlated, as seen in the figure, but EGG val-
ues were mostly'1%–3% above the acoustic measures. In-
stabilities in acoustic tracking can be seen from'4.5–4.7 s.

The rise in EGG jitter was related to increased EGG shim-
mer, as seen in the lower panel B, which also reveals in-
creased acoustic shimmer. Nevertheless, the fundamental pe-
riods acoustically detected in region II were close to the
corresponding EGG periods. In region III, EGG jitter was
more than'4% above acoustic jitter. As seen in the lower
panel C, acoustic shimmer increased further and the acoustic
tracking followed the more regularly spaced subharmonic
pattern. A situation, not represented in Fig. 10, also occurred
in other patients. In such cases, only acousticF0 detection
failed, producing unvoiced intervals that were excluded from
acoustic jitter average, resulting in increased EGG jitter.

In summary, consistency between acoustic and EGG jit-
ter held in most patients, but a number of factors led to large
normalized differences. As discussed above, it was possible
to speculate on the laryngeal behavior according to the mag-
nitude and sign ofDI values.

IV. CONCLUDING REMARKS

This study investigated sources of differences between
jitter measures, and the results indicated that acoustic and
EGG jitter could differ significantly in the presence of laryn-
geal disorders. Therefore, acoustic and EGG jitter should not
be used interchangeably to describe a dysphonic voice. Dis-
crepancies between measures due to increased acoustic jitter
(DI.122.5%) occurred mostly in cases of small nodular
lesions with moderate breathiness, noisy acoustic signals, no
posterior glottal chink, and no abnormality affecting the po-
sition or movement of the arytenoids. Measures from pa-
tients with highly breathy voices were not compared be-
cause, as the vocal-fold contact is reduced in such cases, the
EGG signal is inadequate for jitter extraction. Regarding di-
vergences caused by increased EGG jitter (DI,222.5%),
they were associated with hyperfunctional voices with cer-
tain asymmetries affecting the arytenoids, small-to-moderate
glottal chinks, and creaky-like voices. It is possible that
small jitter differences (uDIu<22.5%) can occur in the pres-
ence of laryngeal features that inflate EGG jitter simulta-
neously with factors that increase acoustic jitter. In this series
of patients, this actually happened in cases with an asymme-
try in the arytenoids and a moderate posterior chink.

Asymmetrical vocal folds can lead to irregular subhar-
monic vibratory patterns and other vocal problems. Approxi-
mately 1 out of 10 patients~10/103! in the study had laryn-
geal asymmetries that could help understand the nature of the
dysphonia. If such minute laryngeal changes are not detected
in videoendoscopic examination, patients can be discharged
without an adequate and reassuring explanation or can be
referred to speech therapy with an inappropriate or vague
description of the problem. TheDI measure used in this study
may have some clinical relevance. Always bearing in mind
that artifacts can affect the measure and the measure can fail
in the detection of disorders, large negativeDI values can
bring the clinician’s attention to possible laryngeal asymme-
tries and to the underlying causes.
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Kluender et al. @J. Acoust. Soc. Am.97, 2552–2567~1995!# reported that overall stimulus
amplitude affects perception of the voicing contrast in syllable-initial stops as a function of
frequency separation between the first formant~F1! and higher formants~F2, F3!. These results
were offered as support for a hypothesis that@2voice# could be signaled by a shift in the temporal
pattern of neural firing from synchronizing to energy at frequencies of F2 and F3 to synchronizing
to energy near F1. Several predictions from this ‘‘synchrony capture hypothesis’’ were tested in the
current study. In all cases the hypothesis was not supported. Effect of stimulus amplitude~increased
voiceless responses with higher amplitude! was maintained when there was no cutback in F1 or
when F2 and F1 energy bands were presented dichotically. In further tests of the hypothesis,
voice–voiceless series were created that maintained periodic energy throughout the syllable~with
F1 cutback signaling voicing!. Energy just below the frequency of F2 and energy above F1 were
presented dichotically. Thus, at the periphery there was no competition between frequencies near F2
and lower frequencies. In contrast to predictions of the ‘‘synchrony capture hypothesis,’’ overall
amplitude still had an effect on voice–voiceless identifications. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1433809#

PACS numbers: 43.71.Es@CWT#

I. INTRODUCTION

The voicing contrast in syllable-initial stop consonants
has been a major interest of speech perception researchers
for many years. This is due in part to the ubiquity of the
voicing distinction in languages~Maddieson, 1984! and in
part to the apparent complexity of the mapping from stimu-
lus attributes to perception of the contrast. There are a num-
ber of spectral and temporal acoustic attributes that have
been shown to affect the identification of a stop as voiced or
voiceless~Stevens and Klatt, 1974; Lisker, 1975; Summer-
field and Haggard, 1977; Soli, 1983; Kluender and Lotto,
1994!.

One attempt to account for the joint effects of some of
these spectral and temporal cues is the synchrony capture
hypothesis~SCH! offered by Kluenderet al. ~1995!. This
hypothesis was developed from consideration of the neural
response to voiced and voiceless stops and was inspired, in
particular, by the work of Sinex and his colleagues on audi-
tory nerve~AN! responses to consonant-vowel~CV! stimuli
~Sinex and Geisler, 1983; Sinex and McDonald, 1988, 1989;
Sinexet al., 1991!. In investigations of synchronization pat-
terns in chinchilla AN fibers, Sinex and MacDonald~1989!
demonstrated that mid- and high-CF fibers often responded
in synchrony to frequencies near the second formant~F2! of
the CV prior to the onset of voicing.1 These same fibers
changed their dominant synchronization to components near
the frequency of the first formant~F1! following the onset of

voicing. Kluenderet al. ~1995! proposed that this change in
dominant synchronization for a population of fibers at the
onset of periodicity was a potential signal for voicelessness.
Prior to voicing invoicelessstops, there is little energy near
F1 and the vocal tract is excited by an aperiodic aspiration
source. As a result, mid-CF fibers have an opportunity to
synchronize to frequencies near F2 and F3 prior to being
‘‘captured’’ by F1 energy. In contrast, the release of occlu-
sion and onset of voicing invoicedstops~in English! tend to
be near simultaneous. Thus, there is energy near F1 from the
onset of the consonant and no time for mid-CF AN fibers to
synchronize to F2 prior to a change in dominant synchroni-
zation. Therefore, according to the SCH,changein dominant
synchronization of a large population of mid- and high-CF
fibers is potential information to the voice contrast at the
neural level.

Several predictions were derived from this hypothesis
based on previous empirical work on neural synchrony~Sa-
chs and Abbas, 1976; Javelet al., 1983!. These predictions
were tested by presenting listeners series of synthesized CV
syllables that varied from voiced to voiceless. The first pre-
diction was that increases in overall amplitude of CVs should
result in more stimuli being identified as voiceless. This pre-
diction arises because synchrony capture, the relative domi-
nance of the synchronization by one frequency component
over others, increases with increased amplitude~Javelet al.,
1983!. In addition, increases in intensity lead to an extension
of the low-frequency tails of the response area for a neuron.
That is, as amplitude increases, the likelihood of a mid-CF
fiber being sensitive to~and becoming synchronized to! com-a!Electronic mail: alotto@wsu.edu
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ponents near F1 increases. If this change signals voiceless-
ness, as proposed by the SCH, then higher amplitudes should
result in more voiceless identifications. In agreement with
this prediction, Kluenderet al. ~1995! reported that voiceless
identifications increased monotonically as CV amplitude in-
creased from 40 to 60 to 80 dB.2

The second prediction was that a decrease in the fre-
quency separation of F1 and F2 would enhance the effect of
amplitude on voicing judgments. The rationale for this pre-
diction was that if F1 and F2 were closer in frequency, then
energy from F1 would be more likely to fall within the low-
frequency tails of a larger population of the fibers that origi-
nally synchronized to F2 at stimulus onset. At the onset of
voicing, this large group of fibers would more likely switch
dominant synchronization to F1, resulting in a more robust
signal for voicelessness. Kluenderet al. reported the results
of several experiments that upheld this prediction. When F1
onset frequency was increased or F2 frequency decreased~by
changing place of articulation of consonant or identity of
following vowel! the effect size of amplitude on identifica-
tions was increased.

The SCH is appealing because it relates neural represen-
tations to behavior and it appears to account for some of the
interaction of spectral and temporal attributes in determining
the voice contrast judgment. The results of Kluenderet al.
~1995! related above matched novel predictions made by the
hypothesis. In addition, Kluenderet al. ruled out differential
masking of aspiration energy as a cause for the effect of
amplitude on identifications because the effect of aspiration
level was shown not to interact with overall stimulus level.
The SCH seems to be well supported.

The purpose of the experiments reported in this article is
to further test the hypothesis by examining some additional
predictions of the SCH. The studies reviewed above tested
the viability of the SCH by manipulating stimulus param-
eters thought to enhance the likelihood of synchrony capture.
The predictions of the hypothesis would be that these ma-
nipulations should lead to more voiceless judgments and that
these effects would be a function of overall stimulus level.
The present experiments attempt to eliminate the possibility
of mid-CF fibers changing their dominant synchronization in
CV stimuli. This should eliminate synchrony capture as a cue
for voicelessness. The prediction of the SCH isnot that this
will lead to the absence of voiceless responses. There are
certainly other attributes that can signal voicelessness, and
synchrony capture was never meant to be the sole determiner
of the perception of the contrast. Instead, the SCH would
predict that without major shifts in temporal encoding from
F2 to F1, overall stimulus amplitude should have a reduced
or nonexistent effect on voice judgments. That is, if the ex-
planation for the amplitude effect is due to synchrony cap-
ture, then one should see a substantially reduced effect when
changes in dominant synchronization are limited.

II. EXPERIMENT 1: LACK OF F1 CUTBACK

The SCH of Kluenderet al. ~1995! suggests that the
changein dominant synchronization for mid-CF fibers from
components near F2 to components near F1 during a CV is a
cue to voicelessness. The reason this change occurs in voice-

less stimuli is because there is little or no energy in the
region of F1 prior to voicing~referred to as F1-cutback!. One
way to eliminate or diminish this potential cue is to present
CVs with energy present in the region of F1 throughout the
stimulus. With the elimination of F1-cutback most mid-CF
fibers should synchronize to F1 from stimulus onset. Thus,
there will be a greatly diminishedchangein synchronization
to act as a cue. If modulation of the strength of the synchro-
nization cue is the explanation for amplitude effects on voic-
ing judgments, then CV series without F1-cutback should
show a smaller identification shift with change in amplitude.

A. Methods

1. Stimuli

Two series of three-formant syllables were created based
on the series used in experiment 2 of Kluenderet al. ~1995!.
One series varied perceptually from /ba/ to /pa/~labial!. The
other series varied perceptually from /ga/ to /ka/~velar!.
Stimuli were generated using the parallel branch of the Klatt
~1980! software synthesizer. The only difference between
stimuli in the two series was the frequency of F2 onset. For
the labial series, F2 began at 800 Hz, increasing linearly to a
steady state of 1220 Hz after 45 ms. For the velar series,
F2-onset frequency was 1950 Hz, decreasing linearly to a
steady state of 1220 Hz after 45 ms. F1 and F3 parameters
were the same for both series. The frequency of F1 at stimu-
lus onset was 300 Hz, rising to 750 Hz over the 45-ms tran-
sition duration. F3 began at 1200 Hz, increasing to a steady
state of 2600 Hz over the same period. Fundamental fre-
quency (f 0) was 128 Hz at the beginning of the syllable and
decreased to 100 Hz over the last 50 ms. Overall stimulus
duration was 300 ms.

For each series, there were 13 stimuli differing in the
duration between stimulus onset and voicing onset~5–65 ms
in 5-ms steps!. Prior to the onset of voicing, all formants
were excited with a noise source~amplitude of aspiration
synthesizer control parameter AH565!. Note that, while
Kluenderet al. ~1995! covaried F1-cutback with the aspira-
tion energy, onset of F1 energy and the onset of energy near
F2 and F3 are contemporaneous for these stimuli. All stimuli
were matched in rms amplitude of the steady-state portion of
the vowel.

Stimuli were synthesized with 12-bit resolution at a 10-
kHz sampling rate and stored on computer disk. Stimulus
presentation and data collection were under the control of a
microcomputer. Following D/A conversion~Ariel DSP-16!,
stimuli were low-pass filtered~Frequency Devices 677, cut-
off frequency 4.8 kHz! prior to being attenuated~Analog
Devices AD7111 digital attenuator!, amplified ~Stewart
HDA4!, and played over headphones~Beyer DT-100!. For
each stimulus, the rms energy of the steady-state vowel was
matched to a 1000-Hz sine wave of 40, 60, or 80 dB SPL~A!
intensity. Calibration of the audio presentation was accom-
plished by using a Bru¨el & Kjaer system consisting of a
flat-plate adapter~type DB0843! on an artificial ear~type
4153! with 1

2-in. microphone~type 4134! and sound level
meter~type 2203!.
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2. Subjects

Fourteen college-aged adults participated. All subjects
learned English as their first language and reported normal
hearing. Each participant received class credit in an Introduc-
tory Psychology course.

3. Procedure

One to three subjects were run at one time in three
single-subject soundproof chambers~Suttle Equipment
Corp.! during a single experimental session consisting of 12-
min test periods separated by brief breaks. During each of
the three test periods, the two series~labial and velar! of 13
stimuli ~5- to 65-ms aspiration noise duration in 5-ms steps!
were presented three times in random order at each of the
three intensity levels~40, 60, and 80 dB!. This yielded a total
of nine presentations of each stimulus at each intensity level.
Participants were instructed to press a button labeled ‘‘BDG’’
if they heard the syllable as beginning with one of these
consonants or to press a button labeled ‘‘PTK’’ to indicate
that they perceived one of these consonants. The alveolar
responses~D,T! were included in the unlikely case that the
participants happened to hear some of the stimulus exem-
plars as /da/ or /ta/. Thus, responses were generally in terms
of voiced versus voiceless.

B. Results and discussion

Kluenderet al. ~1995! did not include in analyses data
from any subject who was not able to correctly label the
endpoint stimuli~i.e., 5 ms as voiced and 65 ms as voiceless!
at least 90% of the time. This was done to exclude partici-
pants who may have had difficulty with presentations of syl-
lables at 40 dB. The same criterion was used for inclusion of
data in the present experiments. In experiment 1, 6 of 14
subjects failed to respond correctly for at least 90% of the
presentations across the 12 end-point stimuli. This ratio of
subject loss is slightly higher than that of Kluenderet al.
This may be due in part to the unnaturalness of the stop
consonants with no F1-cutback.3

Boundary values for each of the six series~labial/velar
3presentation level! were calculated for each subject using
probit analysis. The SCH would lead to the prediction that
for each series~labial and velar! boundary values should re-
main fairly constant across presentation level. This is be-
cause the cue that is proposed to vary with amplitude, syn-
chrony change, has been diminished or eliminated. The mean
boundary for each condition is displayed in Fig. 1. As can be
seen, the data do not support the prediction of the SCH. For
each series, boundaries shift as a function of presentation
level. This shift is similar to that reported by Kluenderet al.,
i.e., more voiceless responses at higher overall amplitudes.

Separate one-way within-subjects ANOVA were run on
data for each series. These tests revealed that amplitude-
based boundary shifts were evident for both the labial
@F(2,14)549.35,p,0.0001# and the velar @F(2,14)
520.21,p,0.0005# series. Calculation of protected least
significant difference~Keppel, 1982! revealed that identifica-
tion boundaries differed for each amplitude level in each
series (a50.05). An analysis of the mean percentage of
@1voice# ~‘‘BDG’’ ! responses in each condition~as opposed

to the boundaries! provided an equivalent pattern of results.
Greater stimulus amplitude led to significantly more ‘‘voice-
less’’ responses@F(2,14)552.11,p,0.0001#. In agreement
with the results of Kluenderet al., the effect of amplitude
was slightly greater for the labial series@F(2,14)59.01,p
,0.005 for the interaction between place of articulation and
stimulus amplitude#. The data clearly demonstrate that the
effect of amplitude on voicing judgments is present even for
CV stimuli that lack F1-cutback, in opposition to predictions
of the SCH.

A more lenient test of the SCH would be to demonstrate
that the effect of amplitude decreases substantially with no
F1-cutback even if it does not disappear outright. However,
the boundary shifts for these series were comparable to the
ones obtained by Kluenderet al. In the present experiment
the mean boundary shift for the labial series was 14.71 ms
compared to 12.24 ms for Kluenderet al. ~1995, experiment
2!. The respective values for the velar series are 11.11 and
3.77 ms. Thus, there is no support here for the predictions of
the SCH.

One way to salvage the SCH given these results is to
suggest that despite the presence of energy near F1 during
the aspiration portion of the CV, this energy was not suffi-
ciently intense to capture the synchronization of mid-CF fi-
bers. The spectrum for the aspiration source in the Klatt
~1980! synthesizer is relatively flat. As a result, the relative
amplitude of the F1 peak will not differ as much from the
amplitude of the F2 and F3 peaks as when the voicing source
is used. Perhaps, this reduced difference in amplitude mini-
mized synchrony to F1 by mid-CF fibers. If this were the
case, then temporal responses of these fibers would still be
dominated by energy near F2 and F3. At onset of voicing,
amplitude of energy near F1 increases and could capture the
dominant synchronization of these fibers. That is, despite the
lack of F1-cutback, change in synchronization may remain a
viable cue to voicing.

III. EXPERIMENT 2: DICHOTIC PRESENTATION

Experiment 1 attempted to eliminate the synchrony
change cue to voicing by encouraging neurons to encode
frequencies near F1 for the duration of the stimulus. Experi-

FIG. 1. Mean boundary values~and attendant standard errors! for each
series~labial and velar! from experiment 1. The parameter is the overall
presentation level~80, 60, or 40 dB!.
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ment 2 takes a complementary tack. The stimuli are manipu-
lated to eliminate the possibility of mid-CF fibers synchro-
nizing to F1 frequencies at any time during the duration of
the CV syllable. This was accomplished by filtering the
stimulus and presenting low-frequency energy around F1 to
one ear and energy around F2 and F3 to the opposite ear.
Because there is no possible opportunity for AN fibers to
shift synchronization from F2 to F1, changing stimulus am-
plitude cannot make the shift more or less likely. According
to the SCH, this lack of amplitude affect on synchronization
change should eliminate or greatly reduce the effect of am-
plitude on voicing judgments.

A. Methods

1. Stimuli

Again, velar and labial series of 13 synthesized CVs
were created. These stimuli were identical to the original
series used by Kluenderet al. ~1995, experiment 2!. Unlike
experiment 1, energy in the region of F1 was attenuated dur-
ing the aspirated portion of the signal as occurs in natural
productions. This was accomplished by manipulating the am-
plitude of the filter associated with F1~parameter A1 set to 0
at syllable onset and to 55 at voicing onset!. Each CV was
filtered twice using a sharp~eight-pole! elliptical digital fil-
ter. For both filters, the cutoff frequency was 1000 Hz. One
filter was high pass, resulting in a filtered CV that contained
only the second and higher formants. The other filter was
low pass, resulting in a filtered CV containing predominantly
F1 information. For velar stimuli, this low-pass filtered
stimulus contained no appreciable information about F2 as
this formant started at 1950 Hz and decreased to 1200 Hz.
For the labial stimuli, there was some F2 energy present in
this low-pass filtered CV due to the low F2-onset frequency
of these syllables~800 Hz!. Given the formant structure of
the labial syllables, this residue F2 energy was unavoidable.
Other than this case, discrete FFTs demonstrated that the
filtering resulted in the desired segregation of spectral en-
ergy. Filtering was performed off-line and stimuli were saved
to disk. The two filtered portions of the CVs were presented
time-aligned to opposite ears at 80, 60, and 40 dB~amplitude
of entire stimulus prior to filtering!.

2. Subjects

Twenty-two college-age adults participated for Psychol-
ogy course credit. All reported normal hearing and learned
English as a first language.

3. Procedure

The procedure was identical to that used in experiment
1. On each trial, the participants were presented both por-
tions ~high and low pass! of the filtered CVs at one of three
amplitudes~80, 60, or 40 dB!. The low-pass portion was
always presented to the left ear. Participants identified the
syllable-initial consonant as ‘‘BDG’’ or ‘‘PTK.’’

B. Results and discussion

Two subjects failed to meet the criterion listed for ex-
periment 1 of 90% correct identification across endpoints.

Their data were not included in the analyses. Probit bound-
aries were computed from the identification curves of the
remaining 20 subjects. Mean boundaries for each series~la-
bial and velar! at each amplitude~80, 60, and 40 dB! are
presented in Fig. 2.

A one-way ANOVA was computed on boundary values
for each series separately. Boundary values decreased~more
voiceless responses! with increases in overall amplitude for
both the labial series@F(2,38)5111.68,p,0.0001# and the
velar series@F(2,38)551.12,p,0.0001#. Post hoctests re-
vealed that the boundaries differed significantly at all three
presentation levels for labial stimuli. For velar stimuli, the
identification boundary for 40 dB presentation level differed
from both the 80 and 60 dB levels, but the two higher-level
conditions did not reliably differ from each other. An equiva-
lent pattern of results is present in the mean percentage of
@1voice# ~‘‘BDG’’ ! responses. Across place, there is a sig-
nificant effect of stimulus amplitude@F(2,38)587.71,p
,0.0001#.

These data do not support the predictions of the SCH.
Mid-CF fibers in the right ear should have synchronized to
the components of F2 and F3 at stimulus onset and there
would be no opportunity to change synchronization to F1
because there was no energy near F1 presented to that ear. In
the left ear, for velar stimuli, there was little or no energy at
stimulus onset followed by energy near F1 at the onset of
voicing. Thus, mid-CF fibers would again have no opportu-
nity to shift dominant synchronization. For velar stimuli,
there should be no change-in-synchrony cue in the firing
patterns of the VIIIth nerve for either ear. The SCH would,
therefore, predict no effect of amplitude. However, there was
an average boundary shift of about 7 ms for the velar series,
which is even larger than that obtained in the original experi-
ments of Kluenderet al.

The results of experiments 1 and 2 provide little evi-
dence supporting the notion that modulation of the shift in
synchronization of AN fibers from F2/F3 to F1 is the basis
for the effect of amplitude on voicing judgments. However,
an alternative synchronization shift cue may account for
these data. At the onset of voicing in a CV syllable, there is
not only onset of F1 energy but also onset of energy at the

FIG. 2. Mean boundary values~and attendant standard errors! for each
series~labial and velar! from experiment 2. The parameter is the overall
presentation level~80, 60, or 40 dB!.
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fundamental frequency. Mid-CF fibers could change their
dominant synchronization from F2/F3 tof 0 at voicing onset.
This shift could potentially serve as a cue to voicelessness.
This slightly modified version of the synchrony capture hy-
pothesis~mod-SCH! would be compatible with the results of
experiment 1. The lack of F1 cutback would not affect this
shift. What is important for mod-SCH is ‘‘f 0 cutback,’’ so to
speak. The aspirated portion of the syllable would allow AN
fibers to fire in synchrony to components near F2/F3. Then,
the fibers’ temporal patterns may encodef 0 at voicing onset.

The mod-SCH may also be compatible with the results
of experiment 2. Despite the filtering of lower frequencies,
f 0 remains present in the high-pass CV stimuli in the har-
monics. Theoretically, mid-CF AN fibers in the right ear
could first synchronize to F2 and F3 and then switch syn-
chronization tof 0 at onset of voicing. The likelihood of this
shift would be dependent on amplitude, with more fibers
shifting synchronization at louder presentation levels. Thus,
if the change in temporal synchronization were a cue to
voicelessness, one would predict more voiceless judgments
at higher intensities. This is exactly the pattern of results in
experiment 2.4 In order to test the SCH-mod, experiment 3
was designed as a variation of experiment 2.

IV. EXPERIMENT 3: DICHOTIC PRESENTATION, NO f0
CUTBACK

In order to eliminate the possibility of mid-CF fibers
changingdominant synchronization tof 0, stimuli were cre-
ated that signaled voicelessness only through cutback in F1
energy. That is, periodic energy was present throughout the
CVs. Absence or presence of energy in the region of F1
remained as a cue to the voicing contrast. These stimuli were
then filtered and presented dichotically as in experiment 2.
These manipulations should, in tandem, significantly reduce
the possibility of sharp changes in synchronization during
the CVs. It is clear in this case that the SCH~and the mod-
SCH! would predict that the effect of amplitude on voicing
judgments should be reduced significantly or should disap-
pear completely.

A. Methods

1. Stimuli

Two series of CVs were synthesized that were identical
to those employed in experiment 2 except that periodic en-
ergy excited the formants throughout the syllable. That is,
there was no aspirated portion in the initial stops~AH50
throughout!. Each step of the series differed in the timing
between syllable onset and the onset of significant energy in
the region of F1~controlled by the amplitude of the filter for
the first formant; A1 parameter!. This duration varied from 5
to 65 ms in 5-ms steps. Each syllable was filtered using the
same filters as described in experiment 2. Because high-pass-
filtered syllables of each series did not change with varying
F1 cutback, the same base labial and velar high-pass-filtered
stimuli served as one of the dichotic inputs for each member
of the series~the 5-ms F1-cutback stimulus in each case!.
Thus, the input to this ear provided no information about the
voice contrast.

2. Subjects

Twenty-eight college-aged adults participated in the ex-
periment for class credit. All reported normal hearing and
English as their native language. None of the subjects had
participated in experiments 1 or 2.

3. Procedure

The procedure was identical to experiment 2. Only the
stimuli were changed.

B. Results and discussion

The stimuli used in experiment 3 were very unnatural.
The lack of delay in the onset of periodicity eliminates one
of the most salient attributes of voiceless stimuli. In addition,
the syllables were filtered and presented dichotically; a de-
cidedly unlikely acoustic event outside the laboratory. Not
surprisingly, many participants had difficulties consistently
labeling these stimuli. What may be surprising is that 25% of
the subjects~7 out of 28! were able to label the syllable-
initial consonants well enough to pass the rather strict crite-
rion of 90% correct across endpoints. Identification functions
from these subjects allowed for the computation of probit
boundaries, which can be compared to the results from ex-
periments 1 and 2. Given the large number of subjects failing
to reach criterion, both sets of data will be examined sepa-
rately below.

Mean identification boundaries for each condition were
computed from the data of the subjects who passed criterion.
Means and standard errors of these boundaries are displayed
in Fig. 3. These boundaries were entered into separate one-
way ANOVA for each series. The analyses reveal that the
effect of amplitude is statistically significant for both the
labial @F(2,18)55.64,p,0.05# and velar series@F(2,18)
56.03,p,0.01#. According to post hoccomparisons, the
boundary for the labial series presented at 40 dB differed
significantly from both the 80- and 60-dB boundaries, which
did not differ from each other. For the velar series, the 80-dB
boundary differed from both the 60- and 40-dB boundaries,
which did not differ from each other. Again, the effect of
amplitude can also be seen in analyses of the mean percent-
age of@1voice# responses@F(2,12)512.15,p,0.005 across
place of articulation#.

FIG. 3. Mean boundary values~and attendant standard errors! for each
series~labial and velar! from experiment 3. The parameter is the overall
presentation level~80, 60, or 40 dB!.
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Because the number of subjects who did not reach cri-
terion was so large, their data was analyzed separately to see
if they demonstrated similar trends to those described above.
Identification data from these subjects did not provide func-
tions that were amenable to probit analysis. As a result, mean
percent@1voice# responses~‘‘BDG’’ label ! were calculated
for each subject in each condition. These means were entered
into separate one-way ANOVA for each series. The mean
@1voice# judgments increased as overall amplitudede-
creasedfor both series. However, these differences did not
reach statistical significance~see Table I!. In examining the
individual data, one subject’s responses were clearly aber-
rant. This single subject showed a very large effect of ampli-
tude in the opposite direction from the pattern present in the
other 20 subjects’ data. When this subject’s data were elimi-
nated from the analyses, the effects of amplitude on voicing
judgments reached statistical significance~see Table I!.

The data from both groups of subjects paint a fairly clear
picture. The effect of amplitude is still present even for CV
stimuli that do not offer an opportunity for mid-CF fibers to
change dominant synchronization to components of F1~ex-
periments 1 and 2! or f 0 ~experiment 3!. There isn’t any
evidence that these effects have been weakened by the stimu-
lus manipulations for experiment 3. The original boundary
shifts reported by Kluenderet al. ~1995! were 12.24 ms for
the labial series and 3.77 ms for the velar series. For experi-
ment 3, the respective shifts were 9.63 and 5.98 ms. The
predictions of mod-SCH were not obtained.

V. GENERAL DISCUSSION

The synchrony capture hypothesis offered by Kluender
et al. ~1995! produced novel predictions about human re-
sponses to speech sounds based on data from encoding of
CVs in the auditory nerve. The fact that SCH predictions
were consistent with multiple empirical tests provided an
example of the utility of integrating neurophysiological re-
sults into speech perception theory. The experiments pre-
sented here were designed to further test the validity of this
hypothesis. In each experiment, CV stimuli were manipu-
lated to reduce the probability that mid-CF auditory nerve
fibers would change their dominant synchronization during
the course of the stimulus. According to the SCH, these ma-

nipulations should reduce the shift in voiced–voiceless iden-
tifications that occur when overall stimulus amplitude
changes. The results of these three experiments were un-
equivocal. Whether F1 cutback was eliminated or lower and
higher frequencies were presented to opposite ears, the effect
of amplitude on voicing judgments remained undiminished.
Even the extreme manipulation of deleting the delay between
stimulus onset and voicing onset~and presenting the stimuli
dichotically! did not alter the effect of amplitude.

Absent an explanation from the SCH,5 the robust effect
of amplitude on voicing judgments as well as the details of
effects related to frequency separation between F1 and
higher formants remain unexplained. These identification
shifts, first described by Van Tassell and Crump~1981!, have
obvious implications for speech amplification. The size and
resiliency of these effects are remarkable when compared to
other speech perception effects. Stimulus amplitude effects
remained strong through all of the stimulus manipulations of
Kluenderet al. ~1995! and the present set of experiments.

One alternative explanation for these shifts is that lower
amplitudes compromise the detection of the onset of aspira-
tion. The duration between aspiration onset and voicing on-
set is considered an important cue to the voicing distinction
~Lisker and Abramson, 1964!. Cortical potentials elicited
from stop1vowel stimuli usually show a peak corresponding
to aspiration or burst onset and a second peak corresponding
to the onset of voicing~Koch et al., 1997; Sharma and Dor-
man, 1999!. It is possible that when the amplitude of the
syllable is decreased, the neural representation of the aperi-
odic energy onset is more affected than the onset of voicing.
Periodic energy in natural speech is typically higher in am-
plitude @it was in all of the stimuli used by Kluenderet al.
~1995!# and the predictable nature of the periodic signal may
provide some protection from the effects of lower amplitude.
In contrast, the onset of aspiration energy may be easily
compromised. From a signal detection viewpoint, more tem-
poral information may be required to detect the onset of the
aspiration noise when the amplitude is decreased. This could
lead to more@1voice# responses at lower amplitudes, which
matches the effect as reported~Van Tassel and Crump, 1981;
Kluender et al., 1995!. In addition, this explanation would
predict less of an effect of amplitude for velar stimuli. Velar

TABLE I. Mean percentages of@1voice# responses for subjects failing to meet criterion in experiment 3. The
atypical data from one subject are presented. Results of one-way ANOVA are included for all subjects failing
criterion (df52,57) and for the same group without the data of the atypical subject (df52,54).

80 dB mean 60 dB mean 40 dB mean F-statistic p value

Labial series
~all subjects!

56.07 65.22 68.98 3.16 0.097

Velar series
~all subjects!

55.91 62.40 66.84 1.31 0.28

Labial series
~atypical subject!

94.88 54.71 13.66

Velar series
~atypical subject!

88.05 55.56 10.25

Labial series
~without atypical!

54.03 65.77 71.89 5.37 0.0074

Velar series
~without atypical!

54.22 62.76 69.82 2.87 0.065
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consonants are distinguished by a compact concentration of
aspiration energy as the frequencies of F2 and F3 begin close
together. This should result in a clearer marking of the onset
of the aspiration in those frequency bands. As a result, the
deleterious effects of amplitude would be ameliorated. This
prediction is supported in the current data and in data from
Kluenderet al.

As plausible as this explanation may seem, it also fails
to account for all of the data. In experiment 4 of Kluender
et al., aspiration level was manipulated but did not interact
with the effect of overall stimulus amplitude. In their experi-
ment 5, natural tokens were used with bursts present or fil-
tered off. Bursts should provide a compelling signal to stimu-
lus onset, but burst presence did not modulate the effects of
amplitude. In experiment 3 of this report, the voice contrast
was signaled only by F1-cutback with periodic energy
present throughout the stimulus. The resulting identification
functions still showed boundary shifts that were dependent
on amplitude. These three stimulus manipulations should
have provided better markers for stimulus onset, yet none
appeared to interact with overall amplitude.

The effect of amplitude on voicing judgments remains
unexplained. Synchrony capture cannot explain the effect.
While the present results most clearly eliminate synchrony
capture as an explanation for effects of amplitude, it must be
noted that the only perception data supporting the SCH relied
critically upon amplitude effects being closely tied to
changes in synchrony. As such, the SCH is left to rest solely
upon physiological observations from cat and chinchilla. Ab-
sent compelling new data from humans, the SCH must be
viewed with some skepticism.
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1We will use the term ‘‘voicing’’ to refer to the presence of periodic energy.
This is somewhat imprecise because the term is articulatory and we are
only concerned here with attributes of the acoustic signal regardless of the
source. In addition, we use the terms ‘‘labial’’ and ‘‘velar’’ to refer to
stimuli differing in F2 onset frequency. However, this manner of usage is
common in the speech field and we have decided to sacrifice precision for
ease of reading. We have avoided the articulatory term ‘‘voice-onset time’’
because its use has traditionally confounded several attributes of the signal
~e.g., F1-cutback, duration of aspiration! that are manipulated indepen-
dently in this study.

2The steady-state vowel portions of these stimuli were matched in rms en-
ergy to a 1000-Hz sine wave of 40, 60, or 80 dB intensity.

3The trends described in the results section were also obviously present in
the data of the subjects who failed to pass criterion.

4Kluenderet al. ~1995! concentrate on synchrony capture by F1 and gener-
ally ignore f 0. Part of the reason for this is that the computational models
on which the SCH are based~Jenisonet al., 1991! use a synchrony mea-
sure that is fairly insensitive tof 0.

5Here we are dismissing the hypothesis that modulation of synchrony cap-
ture by F1~or f 0! underlies the effects of amplitude on voicing judgments.
We arenot claiming that synchrony capture does not exist in the auditory
nerve nor that synchrony capture has no effect on perception of auditory
signals.
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Detecting stop consonants in continuous speech
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The problem of implementing a detector for stop consonants in continuously spoken speech is
considered. The problem is posed as one of finding an optimal filter~linear or nonlinear! that
operates on a particular appropriately chosen representation, and ideally outputs a 1 when a stop
occurs and 0 otherwise. The performance of several variants of a canonical stop detector is discussed
and its implications for human and machine speech recognition is considered. ©2002 Acoustical
Society of America.@DOI: 10.1121/1.1427666#

PACS numbers: 43.72.Ar, 43.71.An, 43.72.Ne@DOS#

I. INTRODUCTION

We are exploring a framework for speech recognition
that utilizes the notion of distinctive features~Jakobson
et al., 1952!. Approaches based on such notions were previ-
ously developed primarily in rule-based, artificial intelli-
gence frameworks~Lesseret al., 1975; Wolf and Woods,
1977! that relied mainly on the intuition of expert phoneti-
cians to define the acoustic phonetic features and their prop-
erties. While such systems showed some initial promise, they
proved ultimately to be brittle in the face of the tremendous
variability in real speech signals. Variability is best captured
statistically and here we revisit the feature-based approach in
a modern, statistical context where we attempt to derive de-
tectors by optimizing recognition performance for labeled
databases.

An important problem that needs to be solved for the
success of such an approach is the accurate and robust de-
tection of various phonetic classes. The acoustic cues for the
different phonetic events are distributed nonhomogeneously
in the time-frequency plane, so separate detectors need to be
constructed for each phonetic class. These detectors need not
all use the same representation. In principle, each such de-
tector may use a different representation that is most suited
for the phonetic event it is designed for. This is in contrast to
approaches~e.g., most current approaches as in Rabiner and
Juang, 1993 or Jelinek, 1997! that use the same representa-
tion for all sound classes without special attention to their
particular attributes.

In this paper, we focus on the problem of detecting stop
consonants1 in continuous speech. Stops present a particu-
larly challenging case because of their highly transient
acoustic characteristics and surprisingly, we found very few
extensive studies~see Liu, 1995 for discussion! that focus
exclusively on this task. In future publications, we will
present detectors for detecting other phonetic classes such as
fricatives, nasals, and so on.

Progress on the problem of implementing feature detec-
tors will be useful for a number of reasons. A good feature
detector will certainly advance the state of the art in techno-
logical applications such as automatic speech recognition,
segmentation, or alignment. We also hope it will be useful

for researchers in human speech perception and acoustic
phonetics. A satisfactory account of speech perception will
ultimately need to specify a precise mechanism for success-
fully recovering the linguistic identity from the speech sig-
nal. We might view the current paper as an exploration of
one such mechanism for a subtask of some importance in
speech perception. It is therefore desirable for us to proceed
in a manner that allows the performance of our detectors to
be interpreted in a phonetically or perceptually meaningful
manner.

Some aspects of the work presented in this paper are
worth highlighting.

~1! The characteristic signature of a stop consonant is a
complete closure of the vocal tract followed by a sharp re-
lease of broadband energy, especially at high frequencies. We
therefore represent a stop by its spectral energies and its
Wiener entropy, which provides a measure of spectral flat-
ness, to characterize the broadband nature of the burst. All
spectra have been computed using multitapered spectral2

methods~Thomson, 1982!.
~2! We propose to solve the problem of stop detection by

constructing an optimal filter that operates on the above-
mentioned representation such that the output is high when
there is a stop and low otherwise. Previous attempts at stop
detection have typically attempted to take time derivatives in
appropriately chosen energy bands~Liu, 1995!. While this is
intuitively a reasonable thing to do, differential operators are
a specific kind of linear operator and not necessarily optimal
for this task. The filter derived by our method depends on the
optimality criterion chosen. We compare the performance of
several optimal filters with that of the differential operator,
and show significant improvement.

~3! As a way to characterize the performance of our
feature detection approach, we obtain ROC curves for the
stop detection problem on the multispeaker TIMIT database.
When the correct detection rates range from 70% to 90%, the
insertion rates range from 5% to 20%. Previous published
accounts of feature detection typically do not present ROC
curves. It is also worthwhile to note in this context that the
problem ofdetecting~with its associated type I and type II
errors! an acoustic–phonetic feature in continuous speech
has not been explicitly studied before to the best of our
knowledge. Many recent acoustic–phonetic recognition stud-a!Electronic mail: niyogi@cs.uchicago.edu
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ies have focused onclassificationwhere segmented data are
available to the recognition algorithms~see, e.g., deMori and
Flammia, 1993; Menget al., 1991; Djezzar and Haton,
1995!. Notions of distinctive features have also been utilized
as a way of structuring HMMs in continuous speech appli-
cations~Kirchhoff, 1996; Eideet al., 1993! but without any
attempt to detect the acoustic correlates of such features ex-
plicitly.

~4! Our optimal filters require only 33 parameters to
achieve the above-quoted performance. Since the number of
distinctive features in human language is small and of the
order of 6–12, this encourages us to believe that a full-
fledged speech recognizer based on feature detectors would
require far fewer parameters than traditional HMM-based
systems making the task of training and adapting such sys-
tems much easier.

~5! We perform a detailed analysis of the errors commit-
ted by our detection algorithms. We discuss the errors by
phonetic class where we show that in the above-mentioned
approach most of the false negatives~stops that are not de-
tected! are due to poorly released stops. Many of the false
positives~other phonetic events falsely detected as stops! can
be explained as glottal stops or closures followed by strident
fricatives ~that are perceptually often like stops!. On exam-
ining the errors by speaker identity, we find that the speakers
on whom the detection algorithms fail often have3 ‘‘vocal
fry.’’ On examining the errors by syllable structure, we see
that stop consonants in syllable initial position are detected
far more accurately than those in syllable final positions.

~6! It is well known that when there is a mismatch be-
tween training and test sets, automatic speech recognition
performance rapidly deteriorates. We use distinctive feature
detection as an entry point to understanding the causes of
this deterioration and to this end, we study the performance
of the stop detector derived from TIMIT on test sentences in
the NTIMIT database, i.e., with a mismatch between training
and test environments. Expectedly, there is degradation in
performance. Our detectors rely heavily on finding a
closure–burst transition in the speech signal. The burst is a
low energy event and therefore this transition is greatly
weakened by adding noise. We show that much of the deg-
radation from TIMIT to NTIMIT is simply explained by deg-
radation in local signal-to-noise ratio at the burst. This ex-
planation is also supported by an analysis of stop detection
performance in the presence of additive global and local
noise that we conduct in this paper.

~7! While detailed results are presented for the case of
stop detection, our overall approach can be utilized to detect
other kinds of phonetic events as well. For example, nasals
in the context of a neighboring vowel might be detected by
looking for an abrupt change in energy in the region of the
second formant.

Our study raises questions regarding the role of burst
cues for the detection and perception of stop consonants in
continuous speech, especially in the presence of noise. A
considerable amount of literature exists on the role of burst
cues and transient cues of this nature. One strand pertains to
the role of durational quantities like voice onset time~VOT!
in the voiced–unvoiced distinction for stop consonants. VOT

is seen to be a perceptually salient quantity~Abramson and
Lisker, 1970; Niyogi and Ramesh, 1998! and its accurate
estimation would seem to require one to extract the time at
which a closure–burst transition occurs. A second strand re-
lates to the possible role that burst spectra play in the per-
ception of place of articulation for stop consonants~Stevens
and Blumstein, 1978; Blumstein and Stevens, 1979; Ohde
and Stevens, 1983; Cassidy and Harrington, 1995; Smits
et al., 1996!. The burst spectra and associated quantities~like
the burst frequency! are usually measured with a short win-
dow ~5–15 ms! centered on a point shortly after the onset of
the burst. To do this reliably would also require one to esti-
mate the time at which the burst onset occurs. Others~Furui,
1986! have also suggested that transitional quantities like the
onset of the burst are important cues used in human phonetic
perception.4 Indeed, much of the phonetically motivated
stop/plosive recognition literature uses burst spectra to clas-
sify the place of articulationof stop consonants showing
good performance. Crucially, however, if the human percep-
tual apparatus is to use information contained in the burst to
detect and classify stop consonants, it must have access to
the onset of the burst and mechanisms for detecting it and
estimating the time of its onset from continuous speech. Yet
few systematic attempts to either provide an algorithmic
framework for a burst detector or characterize the perfor-
mance of such a detector~Liu, 1995 is a notable exception!
exist. This paper might be viewed as a step in this direction.

II. THE STOP DETECTION PROBLEM

Stop consonants are produced by causing a complete
closure of the vocal tract followed by a sudden release.
Hence they are signaled in continuous speech by a period of
extremely low energy~corresponding to the period of clo-
sure! followed by a sharp, broadband signal~corresponding
to the release!. As a result, stops consonants are highly tran-
sient ~dynamic! sounds that have a varying duration lasting
anywhere from 5 to 100 ms. In American English, the class
of stops consists of the sounds$p,t,k,b,d,g%.

In order to build a detector for stop consonants in run-
ning speech, we have chosen to represent5 the speech signal
s(t) by a time series of three-dimensional vectors,x(n)
5@x1(n)x2(n)x3(n)#8 at a sampling rate of 1000/s. The in-
dex n thus represents time in milliseconds. The vectorx(n)
is derived from the short time spectrumS( f ,n) computed
over a 5 mssegment of the speech signal centered at the
sampling instantn. The first two componentsx1(n) and
x2(n) are defined as loge(n) and logeh(n), respectively,
wheree(n) is the total energy andeh(n) is the energy above
3 kHz. The third component,x3(n) is chosen to be the
Wiener entropy,E(n), defined as

E~n!5E log~S~ f ,t !!d f2 logS E S~ f ,t !d f D .

Measuring the feature vectorx at 1 ms intervals poten-
tially allows us to track rapid transitions that would other-
wise be smoothed out by a coarser temporal resolution. This
is particularly important since previous studies~e.g., Niyogi
and Ramesh, 1998; Abramson and Lisker, 1970; Zue, 1976!
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indicate that burst durations for voiced stops could be as
short as a few milliseconds. The Wiener entropy, which is a
measure of spectral flatness, can be interpreted as a
Kullback–Liebler divergence betweenS( f ,t) and a flat spec-
trum. It is also related to the predictability of the process
s(t). It therefore allows us to separate noisier parts of the
speech signal~bursts, fricative, etc.! from more periodic, pre-
dictable parts~like vowels, nasals, etc.!.

We need to find an operator on the feature vector time
series that will return a single-dimensional time series that
takes on large values around the times that stops occur and
small values otherwise. The most natural points in time that
mark the presence of stops are the transitions from closure to
burst release. Shown in Fig. 1 is an example of a speech
wave form s(n), the associated feature vector time series
x(n), and a desired outputy(n). The technical goal is to find
an operatorh on the time seriesx(n) that produces an output
yh(n)5h+x(n) such thatiy2yhi is small in some sense.
Specifically, we choose the optimal operator~from some
classH of operators! so as to minimize a riskR(h) associ-
ated with the operatorh. We choose the risk to be the ex-
pected mean squared error betweeny and yh . Thus we
choose the optimal operator according to the criterion

hopt5arg min
hPH

R~h!5arg min
hPH

E@ iy2yhi2#

5arg min
hPH

E@~y2yh ,y2yh!#. ~1!

Both y andyh are random time series and we denote the
inner product between two time seriesa andb by ~a,b!. We
assume a probability distributionP on an ensembleX3Y
according to which the paired time series (x,y) can be drawn
as random sample paths. The expectation shown in Eq.~1! is
taken overP, i.e., it is an ensemble average in the usual
sense. The distance metric on the spaceY is given by
d(y1 ,y2)5iy12y2i25(y12y2 ,y12y2) in the usual way.
Now we see the following:

E@ iy2yhi2#5E@~y2yh ,y2yh!#

5E@~y2p1p2yh , y2p1p2yh!#,

where p is the conditional mean, i.e.,p5E@yux#
5*yP(yux)dy where the integration is performed over the
ensemble space of possible time series. Thusp is ~i! a time
series and~ii ! depends uponx. Expanding the terms in the
inner product, we get

E@ iy2yhi2#5y2pi21ip2yhi212E@~y2p,p2yh!#.

The cross-product term in the above-given expression is
zero. To see this, we take the expectation first with respect to
P(yux) ~indicated byEYuX! and then with respect toP(x)
~indicated byEX!. Thus,

E@~y2p,p2yh!#5EXEYuX@~y2p,p2yh!#.

Note thatp and yh depend only uponx and therefore, by
linearity, the expectation with respect toP(yux) can be taken
inside the inner product giving

EX@~EYuX@~y2p!#,p2yh!#.

But EYuX@y2p#50 sincep is the conditional mean. Hence,
we have

E@ iy2yhi2#5E@ iy2pi2#1E@ ip2yhi2#.

Thus we see that minimizingR(h) over all operatorshPH
is equivalent to finding the operatorh which minimizes the
quantityE@ iE@yux#2yhi2#. In other words, the operatorh is
chosen so thatyh is the best approximation toE@yux# in the
above-presented sense.

We have been denoting byp(n)5E@yux# the fixed time
series whose value at timen is given byE@y(n)ux#. Sincey
is a time series that takes on values in$0, 1% at each time
instant, we see that

p~n!51.P~y~n!51ux!10.P~y~n!50ux!

5P~y~n!51ux!.

In other words,p(n) is simply thea posteriori probability
that a closure–burst transition is present at timen given the
entire speech data time series$x(n)%. The purpose of the
previous discussion was to show that it is thisa posteriori
probability that is approximated byyh . Thus if an operator is
trained by minimizing the riskR(h) then its output can be
interpreted as an approximation to the conditional probability
of a stop at that point in time. This allows us to interpret the
output of the stop detector~or feature detector in general! in
a probabilistic fashion for integration into more general
speech recognition systems at a later stage.

In this paper, we consider in detail only linear convolu-
tion operatorsh+x5h* x although we demonstrate, in one
section~Sec. III!, the concrete improvements that can be ob-
tained by nonlinear operators as well. In actual practice, we
deviate from the formulation of Eq.~1! since we do not have
access to the true distribution that generates the time series
$x(n),y(n)% and so cannot computeR(h). We actually ap-
proximateR(h) by an empirical riskRemp(h) computed from
labeled examples~training data!. Remp(h) is defined as fol-
lows.

Let N be the number of sentences in the training set.
Further, letNk be the length of thekth sentence where each

FIG. 1. Portion of the speech wave forms(n) ~top panel!, the associated
three-dimensional feature vector,x(n) ~middle panel!, and the desired out-
put y(n) bottom panel marking the times of the closure–burst transition.
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sentence corresponds to a particular realization of the process
(x,y). Let thekth sentence in the training set havemk stops
with corresponding closure–burst transitions occurring at
timesnkl ( l P$1,...,mk%), respectively. Then definey(k)(n) to
be thedesired0–1 valued time series that is 0 everywhere
except for values ofn5nkl where it takes the value 1. The
approximation to this desired output isyh

(k)(n)
5( i 51

3 ( j xi
(k)(n2 j )hi( j ). Then the empirical risk is defined

as

Remp~h!5 (
k51

N

(
n51

Nk

w~k!~n!~y~k!~n!2yh
~k!~n!!2.

Note that we have introduced a weighting function,
w(k)(n), which is also 0–1 valued and is such thatw(k)(n)
51 everywhere except for 0,un2nklu,W where it takes
the value 0. The reason for introducing such a weight func-
tion is discussed in remark~2! below.

Some remarks are in order.
~1! Our formulation is an optimal filter design problem.

The filter coefficients are denoted byhi( j ), wherehi refers
to the ‘‘subfilter’’ acting on thei th dimension of the input
time seriesx. ~In the case we consider here, there are three
dimensions.! Its solution can be obtained by adaptive means
using recursive least squares techniques. The filter can be
trained from data to optimally match the desired outputy.
Taking derivatives of energy~correspondingly differences of
energy at successive times! corresponds to a particular
choice of the linear filterh.

~2! The functionw(k)(n) serves to define a ‘‘don’t care’’
region around each stop~specifically the closure–burst tran-
sition!. It weights the data so that parts of the signal near a
stop transition~but not exactly at it! are not taken into con-
sideration. This is because it is not completely clear what a
desirable output is near a transition. Further, from a numeri-
cal point of view, this allows the outputyh

(k) some time to
move smoothly from 0 to 1 and back again to 0 at the stops.
In our experiments, the value ofW was set at 6, i.e., a don’t
care region was effective from 5 ms before to 5 ms after a
closure–burst transition. An optimal choice ofW was not
attempted.

~3! In our experiments, we sethi(m) to be zero ifumu
>6. Thus there were (3353311) free parameters for the
filter that were then optimally learned from the training data
in the manner described. On a test sentence, stops were de-
tected by thresholding the outputyh obtained by filtering the
feature vectorx with h.

Finally, it is important to emphasize that the speech rec-
ognition problem can be decomposed into a collection of
feature detection subproblems that have a structure very
similar to that of the stop detection problem described pre-
viously. Consider, for example, the problem of detecting na-
sals in continuous speech. Nasals in American English al-
ways occur adjacent to vowels and the transition from a
vowel to a nasal is marked, among other things, by a sharp
drop of energy in the regions surrounding the second for-
mant, a broadening of the bandwidth of the first formant, and
a change in spectral tilt since most of the energy in the nasal
is in the first formant region. These changes may be ex-

plained by the changing resonance patterns of the vocal tract
and the associated coupling with the nasal cavity that is
brought into play. Consequently, in a representation that
measures the relevant acoustic properties, vowel nasal tran-
sitions would have a characteristic signature that may be de-
tected using the approaches discussed in this paper. Or con-
sider the problem of detecting a transition from an obstruent
segment to a sonorant one. In this case, a detector might be
built with a representationx consisting of dimensions like
degree of periodicity in the signal, ratio of high frequency to
low frequency energy, presence of formant structure, and so
on. In general, the transition from one broad phonological
~manner! class to another is the canonical problem that may
be tackled using our approach. In contrast, other kinds of
features like the vocalic features of@back/front# or @high/low#
or features related to place of articulation of consonants
might require a substantially different approach from that
suggested here.

III. EXPERIMENTAL RESULTS

We present results of several stop detection algorithms
on the TIMIT database. All results are presented on dialect6

region 4 of the test set containing 32 speakers, 16 male and
16 female saying ten sentences each, resulting in a total of
320 sentences. At every point in time~ms!, the detection
algorithm could potentially postulate the existence of a
stop—clearly, as in any detection problem, one will need to
balance the false acceptance rate~percentage of false detects,
i.e., insertions! against the false rejection rate~percentage of
stops not detected!. This is done by varying the threshold for
acceptance. As one varies this threshold one generates a
ROC ~receiver operating characteristic! curve. In Fig. 2, we
show ROC curves for three different algorithms. The curves
in Fig. 2 are for the following algorithms.

~1! Algorithm A. Here the detectorh is simply a differ-
ential energy operator over log~energies! in the two sub-
bands. The specific operation is given byyh5( i 51

2 (xi(n)
2xi(n21)). This corresponds to a particular choice of filter
h where the filter coefficients take values11 and 21 at

FIG. 2. ROC curves for detection of stop consonants using three different
algorithms described in text.
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successive times for each dimension and the length~support!
of the filter is 2. Of course, such a choice ofh is not optimal
in the class of linear filters.

~2! Algorithm B. Here the detectorh is an optimal linear
operator over log~energies! in the two subbands. Thusyh

5( i 51
2 ( j xi( j )hi(n2 j ) but the values ofhi(m)’s are now

chosen optimally by minimizingRemp(h) constructed appro-
priately as in the formulation in Sec. II. The detector ob-
tained by this method is similar in structure to the one ob-
tained by algorithm A except that its coefficients have been
optimally chosen.

~3! Algorithm C. Here the detectorh is an optimal linear
operator over all three components of the vectorx, i.e., the
two energy components and the Wiener entropy. This is the
complete formulation described in Sec. II.

The overall conclusion from these experiments is that it
is possible to attain an equal error rate of about 16% on
TIMIT speakers with a 33 parameter linear filter trained on 4
speakers.

Some further points need to be made here.
~1! In order to go from the outputyh to a set of candi-

date timesni where stops are postulated, we need a decision
rule. An appropriate one to use is to thresholdyh and pick
peaks after thresholding. Each candidate peakni , was con-
sidered to be a correct detection if it was within 20 ms of the
TIMIT labeling of the closure–burst transition, otherwise it
was considered to be a false insert. The primary reason for
having this 20 ms leeway is to compensate for inaccurate
labelings that are present in the TIMIT database.

~2! Since there are only 33 parameters in the full-scale
linear filter, the optimal parameters can be derived from very
few training data. Specifically, in the present experiments,
we selected 4 speakers at random~2 male and 2 female! from
the TIMIT training database with 10 sentences from each,
making a total of 40 sentences on which the detectors were
trained. These 40 training sentences contained 133 stops in
all. The ROC curves were tested on the much larger subset of
the TIMIT database described previously. This test set con-
tained 1376 stop consonants and 12 064 realizations of other
phones. The false rejection rate was obtained by simply
counting the total number of stops that were missed by the
detector and dividing by 1376. The false acceptance rate was
obtained by counting the total number of firings of the de-
tector that was not associated with any stop and dividing by
12 064. It is important to recognize that the detector provides
an output every frame, i.e., every millisecond. Therefore the
false acceptance rate could also have been computed by
counting how many nonstop frames were misclassified as
stops. Since the total number of frames is much higher than
the number of phones, this would provide a much lower
number for false acceptance than that reported here. Re-
searchers have considered the problem of detecting phonetic
events in running speech~Glass and Zue, 1986; Liu, 1995;
Mermelstein, 1977!. Unfortunately, they have not published
ROC curves, nor compared their performance to other meth-
ods.

~3! The asterisk shown in Fig. 2 corresponds to the per-
formance of a full blown HMM~32 mixtures; 3 state left-to-
right models; 47 phonemes; free grammar; 450 000 param-

eters!. The HMM was trained on an extremely large database
collected under similar acoustic conditions and tested on the
TIMIT sentences. The HMM output was decoded to segment
the signal into stops and nonstops. Each closure–burst tran-
sition was considered to be correctly detected if it fellany-
wherewithin a segment postulated as a stop by the HMM.
This is a concession to the fact that the HMM is not designed
to specifically locate the closure–burst transition. The perfor-
mance of an HMM for this experiment has been included
just to serve as a point of reference to give a very rough idea
on HMM-based performance. It should be interpreted really
as a sanity check to make sure that the performance of the
detectors discussed here is reasonable. Several additional ca-
veats with respect to HMM-based performance should be
noted. First, it may be possible to design specially tuned
HMM-based systems for detection of stop consonants that
perform better than the HMM-based system used by us. We
have not encountered such an HMM-based stop detector in
the literature so far. Second, the HMM-based system used
here was not trained on TIMIT but on a much larger database
with similar acoustic characteristics. This is mostly because
much more data were required to train the full system than
was available to us. Recall that the detectors designed in this
paper were trained on exactly 40 sentences of TIMIT—this
is much too inadequate for training a large HMM-based sys-
tem.

~4! The procedure outlined previously can be extended
to detection of other phonetic events, as well as to improve
stop detection. From an algorithmic point of view what is
needed for each such extension is a choice of representation,
a choice of the class of operatorsH, and a decision rule. We
are currently investigating other broad class transitions, e.g.,
fricative–vowel and vowel–nasal transitions.

Further improvements in detector structure. The frame-
work described previously is sufficiently general in that it
allows one to choose an optimal operator (hPH) that yields
an output that is high when closure–burst transitions occur
and low otherwise. It is clear from the previous discussion
that the problem reduces to separating two kinds of patterns
from each other. Each pattern corresponds to an 11 ms patch
of signal. One way to improve this further is by generalizing
the classH to include nonlinear functions. Another way to
improve is to consider alternative objective functions~as op-
posed to least squares! to minimize and obtain the optimal
operator. These two ideas come together using the frame-
work of structural risk minimization~Vapnik, 1998!.

Recall that the true goal was to minimizeR(h) over the
classH. Since the true probability distributionP was not
available, we approximatedR(h) by Remp(h) in the actual
computations and hoped that the resulting empirically opti-
mal operator would generalize well. The work of Vapnik and
Chervonenkis~1981! ~expounded at length in Vapnik, 1998!
suggests that better generalization is obtained when the ap-
proximation also includes a regularization term. Thus, the
following quantity is optimized instead:

min
hPH

Remp~h!1F~d; l !.

The regularization termF(d; l ) depends upon the com-
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plexity of the classH and the number of datapoints available
~l!. The complexity ofH is measured as the VC dimension
~denoted byd!, which is a combinatorial parameter that cap-
tures the ‘‘expressive power’’ ofH. This formulation leads to
the so-called support vector machines~SVMs!.

We do not describe the subtleties involved in utilizing
SVMs effectively~see Niyogiet al., 1999 for further details!
but only observe that it involves two changes over the pre-
vious formulation:~i! the addition of a regularization term in
the objective function,~ii ! the utilization of a nonlinear class
H for greater expressive power. As a result of this, detectors
based on such SVMs have been constructed and the ROC
curves for such nonlinear detectors are shown in Fig. 3. As
we see, the equal error rate has improved from 16% to 11%.
Figure 3 demonstrates the substantial improvement in detec-
tor performance that is obtained in moving from differential
operators to linear operators to nonlinear operators~SVM!.
The underlying intuition of capturing a closure–burst transi-
tion and the underlying representation of energies and
Wiener entropy have, however, remained the same.

IV. ANALYSIS OF ERRORS

Let us examine more closely the nature of the errors
made by the detector of algorithm C noted previously.

A. Errors by speakers

Recall that there are 32 speakers in directory 4 of the
TIMIT database. Here we examine how the stop detector
performs on each of these speakers. We look at a few cases
of poor performance to get some insight into the nature of
these errors. Figure 4 shows the acceptance and rejection
rates for each of the 32 speakers~using algorithm C! for a
point ~18% false rejection7! on the ROC curve of Fig. 2.

Notice that there are some speakers for whom the per-
formance of the current detection algorithm is quite poor. It
turns out that each of the speakers with high false acceptance
rates was male with low pitch and occasionally creaky voice
with considerable glottalization. False firings of the stop de-

tector often occurred at the pitch pulses. Figure 5 shows the
output of the stop detector~before thresholding! on a sen-
tence on which performance is particularly bad.

Figure 6 shows the output of the detector on a vocalic
segment of the speech corresponding to the vowel /aa/. The
pitch period was of the order of 10 ms and each pitch pulse
gives rise to a peak in the detector output. Strong pitch
pulses often cause the detector output to cross the threshold.
This is a common type of error that occurs with certain
speakers.

Speakers with high false rejection rates typically had
stop consonants that were highly attenuated in the speech
signal. Figure 7 shows the portion of a sentence correspond-
ing to the stop ‘‘p.’’ Notice that while the closure is quite
pronounced, the burst is very weak~almost not realized in
the signal!. Naturally, our detector that looks for a transition
from closure to burst does not detect the stop consonant. A
more interesting case occurs in a ‘‘k’’ burst for the same
speaker, shown in Fig. 8. Here, there is a gradual frication
after the closure and then the sharp characteristic burst oc-

FIG. 3. ROC curves for stop detection using three different classes of op-
erators~detectors!—differential operators, general linear operators, and non-
linear operators. Notice the steady improvement in performance. The aster-
isk denotes HMM performance.

FIG. 4. False acceptance and rejection rates for the 32 speakers in the test
set. Each point represents a particular speaker.

FIG. 5. Sentence~top! and detector output~bottom! for speaker for whom
performance is poor.
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curs about 50 ms later. Because of the pre-frication, the tran-
sition from frication to burst is less sharp than the corre-
sponding transition from closure to burst that we have been
regarding to be the characteristic signature of a stop conso-
nant. The detector output as seen in Fig. 8 is low at the
closure–frication transition and modestly high at the
frication–burst transition that occurs later. The labeling of
the TIMIT speech is such that the boundary between the
closure and the burst~kcl-k! is put at the transition between
the closure and the pre-fricated part of the stop consonant.
Therefore, the true burst when detected would be considered
a false detect as it occurs more than 20 ms after the postu-
lated boundary. Since there was no firing at the closure–
frication boundary, one false rejection and one false insertion
was declared according to the scoring scheme used in this
paper.

B. Errors by phonetic class

Here we examine the correct detections and false inser-
tions of the stop detector to get a sense of how often they

occur during different phonetic events in the speech signal.
For convenience, we pick a particular point on the ROC
curve of detection algorithm C with false rejection of 23%
and false acceptance of 5%. One can examine how often
each kind of stop consonant is detected at this threshold. The
false rejection rates for the stop consonants are:~i! ‘‘b’’—
42%, ~ii ! ‘‘p’’—28%, ~iii ! ‘‘d’’—25%, ~iv! ‘‘t’’—21%, ~v!
‘‘g’’—26%, ~vi! ‘‘k’’—23%. Clearly, ‘‘b’’ is detected least
accurately while the rest are detected with roughly the same
range of accuracy with unvoiced stop consonants being de-
tected a little better than their voiced cognates.

One can examine more closely the nature of the false
insertions obtained by the detection algorithm. For each
point in time that was marked as a closure–burst transition
by the stop detector, we located the nearest phonetic bound-
ary ~provided by the manual TIMIT segmentation! and noted
the phonetic identity to the left and right of that boundary.
Figures 9 and 10 show the number of times each phonetic
class appears to the left and right, respectively, of a firing
that was deemed false~therefore, false insertion! according

FIG. 6. A vocalic segment of the speech for which detector output firings
occur at pitch pulses.

FIG. 7. The stop ‘‘p’’ ~top! and detector output~bottom! for speaker for
whom performance is poor. Short vertical lines on the top panel indicate the
phonetic segments. There is a brief bit of vowel~‘‘ax’’ ! followed by a
closure and burst~‘‘pcl’’ and ‘‘p,’’ respectively!, and then another patch of
vowel ~‘‘ow’’ !.

FIG. 8. A noncanonicalk burst and associated detector output. The closure
has a few blips~e.g., around 2110 ms!. Prefrication starts at around 2160 ms
and the burst at around 2210 ms.

FIG. 9. False insertions, left phonemic context.
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to the scoring convention. The TIMIT notation has been used
to denote phoneme identity.

One notices some false insertions occurring during clo-
sures and releases of stops as indicated by the counts corre-
sponding to closures and releases of stops in each of the
figures. These correspond to firings of the detector that are
more than 20 ms away from the closure–burst boundary as
marked by the TIMIT labeling scheme. Some of these are
indeed false insertions. Others are actually correct detections
of real bursts that occurred more than 20 ms away from the
closure–burst transition as marked in TIMIT. Some of these
are due to multiple bursts being present in the articulation of
the stop consonant; others are due to effects like pre-frication
described earlier; yet others are simply due to mislabelings
by the TIMIT labeler.

Excluding these, the most common left contexts for false
insertions are the following.

~i! ‘‘q’’ ~glottal stop!. These have many stop-like char-
acteristics and some phoneticians would even include them
in the class of stops.

~ii ! ‘‘h#’’ ~silence!. Sometimes the silence occurs before
a stop, e.g., as in the TIMIT sentence /Don’t ask me to carry
an oily rag like that/. In such a case, the section before the
stop burst is marked as a silence rather than a closure. In
other cases, the silence might occur between words and if it
is followed by a strident fricative or a vowel~glottalization!
then the stop detector often fires.

~iii ! ‘‘pau’’ ~pause!. This is exactly like silence.
~iv! ‘‘n.’’ These firings were of many sorts. One was

presumably due to the oral closure that accompanies nasals
leading to rapid transients. The nature of these transients is
quite different from that of stops but nevertheless our algo-
rithms are often unable to distinguish them from each other.
A second sort occurs toward the end of the nasal release and
may be due to a reduced or prematurely closed velic aperture
causing a rise in intra-oral pressure and a resulting plosion.
Additionally, the transition from a nasal to a following vowel
is often accompanied by a sharp increase in overall energy
and may be the cause of some false firings of the detector.
~These can be eliminated by use of periodicity measures but
we do not explore those directions here!.

~v! ‘‘th’’ ~dental fricative!. This has a partial closure and
a broadband nature. If the transition is sharp enough, it does
cause a stop-like effect.

The most common right contexts are the following.
~i! ‘‘q’’ ~glottal stop!. See the previous list.
~ii ! ‘‘ch’’ and ‘‘jh’’ ~affricates!. This is hardly surprising.

These affricates have many stop-like properties.
~iii ! ‘‘s’’ ~strident fricative!. The strong frication, espe-

cially if the transition is from something weaker leads to the
impression of a stop consonant.

~iv! ‘‘ae’’; ‘‘ix’’ ~vowels!. Usually preceded by glottal-
ization or silence or having noticeable pitch pulses.

Some of these errors occur with sounds that are percep-
tually like stops and in this sense are ‘‘reasonable’’ errors that
might be harder to eliminate. Errors like those due to pitch
pulses or sudden blips in the signal are clearly deficiencies in
the current approach and ways to eliminate them need to be
considered.

The errors in detecting stop consonants are strongly cor-
related with their location in the syllable structure of the
utterance. Syllable initial stop consonants tend to be strongly
articulated and detected with high accuracy by the algo-
rithms developed in this paper. Stop consonants in syllable
final position or in clusters tend to be more variable in their
articulation and consequently detected with higher error
rates. We did not perform a detailed analysis of this issue
because syllable parses were not available with the TIMIT
database. However, to provide the reader with a sense of the
degree to which this factor affects recognition accuracy, we
provide the following statistics:

The TIMIT sa2 sentence ‘‘Don’t ask me to carry an oily
rag like that’’ has been uttered by every single speaker in the
database. In this particular sentence, the phoneme /k/ occurs
in syllable initial position in the word ‘‘carry,’’ in syllable
final position in the word ‘‘like,’’ and in a syllable final clus-
ter in the word ‘‘ask.’’ The syllable initial /k/ was correctly
detected with an error rate of 8% by algorithm C. The syl-
lable final /k/ was detected with an error rate of 46% and the
/k/ in the cluster was detected with an error rate of 42%. This
illustrates the significant variation of closure–burst charac-
teristics by syllable position.

The TIMIT sa1 sentence ‘‘She had your dark suit in
greasy wash water all year’’ has the phoneme /d/ in syllable
initial position in the word ‘‘dark’’ and syllable final position
in the word ‘‘had.’’ The detection error rates for these two
/d/’s were 2% and 41%, respectively.8 This demonstrates
again the significant effect of syllable location upon detec-
tion rates. We believe that this is due to the fact that stops in
syllable initial positions are better articulated and therefore
have more characteristic closure–burst transitions.

V. ASPECTS OF ROBUSTNESS

The previous experiments suggest that in a clean envi-
ronment, the accurate detection of stop consonants can be
achieved at rates that are competitive with current HMM-
based systems. However, the significant problem with cur-
rent ASR systems is the lack of robustness to changes in
acoustic conditions that affect the human relatively little.
One of the major motivations in studying the problem of

FIG. 10. False insertions, right phonemic context.
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detecting a specific feature is to get a point of entry to un-
derstanding what goes wrong in the presence of an unfamil-
iar acoustic environment like channel changes, noise, rever-
beration, and so on. An entire speech recognition system
typically has too many parameters and too many variables to
yield readily to diagnostic analysis. By focusing on the
smaller and more manageable task of detecting specific sub-
classes of sounds~distinctive features! and studying the deg-
radation in performance as acoustic conditions are varied,
one might be able to make more progress.

What is the nature of the degradation that happens?
What might be done to recover the linguistic identity in the
face of such degradation? Does this allow us to formulate
relevant perceptual experiments that might inform us about
processing strategies the human might use. Let us examine
some of these questions under conditions of channel varia-
tion and noise.

A. NTIMIT

The NTIMIT database consists of TIMIT sentences sent
out over a telephone channel and recollected and realigned
with the original TIMIT sentences. The same labeling was
therefore used for both TIMIT and NTIMIT. The NTIMIT
speech differs from the TIMIT version in two important re-
spects. The first is band limitation: the telephone speech is
band limited to the range 300 Hz to 3.5 kHz. This bandwidth
is about half of TIMIT’s 8 kHz range. The energy above 3.5
kHz is particularly important for the accurate detection of
some stop bursts and weak fricatives and therefore is likely
to have a significant effect on the task considered in this
paper. The second important effect is a reduced signal-to-
noise ratio~SNR! in NTIMIT sentences. For example, the
TIMIT sentences used in the test set have a mean SNR of
39.5 dB while the NTIMIT sentences have a mean only of
26.8 dB. Thus the NTIMIT database allows us to study the
effect of channel variability on feature detection problems.

We begin by considering the performance of algorithm
C for the stop detection task in three different modes:~i!
trained on 4 TIMIT speakers and tested on 32 TIMIT speak-
ers~as reported in the preceding experiments!, ~ii ! trained on
4 TIMIT speakers and tested on 32 NTIMIT speakers,~iii !
trained on 4 NTIMIT speakers~corresponding to the TIMIT
training speakers! and tested on 32 NTIMIT speakers.
Shown in Fig. 11 are the ROC curves that are generated in
each of these three modes. Clearly the case where detection
algorithms were trained and tested on clean TIMIT speech
yields the best results with an equal error rate of 16%. De-
tection rates drop drastically when the same detector is used
on NTIMIT speech with equal error rates of almost 35%.

To get a sense of why detection rates drop so dramati-
cally, we examined the TIMIT and NTIMIT versions of sev-
eral utterances. Shown in Fig. 12 are the TIMIT wave form
and corresponding detector output for a typical sentence. In
Fig. 13 are shown the NTIMIT wave form and corresponding
detector output for the same sentence. The first obvious thing
that strikes one is fall in the dynamic range of the detector
output. The overall pattern of the two detector outputs is
similar and one can often match the peaks corresponding to
the same stop consonant in the two cases. However, the ab-

solute value of the peaks on the NTIMIT version seem to
have fallen to about 10%–40% of their original values on the
TIMIT version of the same sentence.

This indicates of course that one will need to adapt the
value of the threshold from TIMIT to NTIMIT. It is clear that
a threshold value for the detector output that is sufficient to
detect stops at some detection rate~false rejection rate! now
has to be lowered to achieve the same detection accuracies
on the NTIMIT version. To see this more explicitly, we plot
the false rejection rates and the false acceptance rates as a
function of the threshold in Fig. 14. As the threshold in-
creases, the false rejection rate increases while the false ac-
ceptance rate decreases. The point at which the two curves
meet denotes the threshold value at which equal error rate is
achieved for each detector.

Clearly, the change in the dynamic range of the detector
output is not all. There are further differences. Examining the
detector outputs in Figs. 12 and 13 more closely one notices
that the strong peak corresponding to the final /tcl/-/t/ in the
TIMIT version is completely absent in the NTIMIT version.

FIG. 11. ROC curves for algorithm C in three different modes of training-
testing mismatch—~i! T-T, trained and tested on TIMIT~ii ! N-N, trained and
tested on NTIMIT,~iii ! N-T, trained on TIMIT and tested on NTIMIT.

FIG. 12. Detector output for a TIMIT sentence. Wave form~top panel! and
detector output~bottom panel!.
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Shown in Fig. 15 is the portion of the signal corresponding
to the final /tcl/-/t/ aligned in TIMIT and NTIMIT. While the
stop consonant is clearly articulated and present in the
TIMIT version of the signal, the telephone channel essen-
tially wiped this stop consonant out so that only a faint trace
remains in the NTIMIT version. It seems unreasonable to
expect the stop detector to fire in the NTIMIT version of the
speech signal where the presence of the stop consonant is so
greatly reduced. While this is a particularly extreme case,
there are a number of cases of stop consonants that are either
eliminated or greatly reduced in intensity by the telephone
channel. It is not clear whether to interpret the corresponding
failure of the stop detector to fire in such cases as a positive
or negative aspect of the detection algorithm. It is also not

clear what human performance would be when stops are so
greatly reduced in intensity. In order to measure this more
quantitatively, psychophysical experiments are being con-
ducted where multisyllable nonsense streams are presented
to human subjects. Some of the nonsense streams have a
plosive in a consonantal position and human detection rates
are sought. We will measure the effect on detection rates of
greatly reducing the intensity of the burst by filtering or re-
ducing the prominence of the closure–burst transition by
adding noise. The psychophysical results will be part of a
separate paper.

As we have mentioned before, the two major differences
between TIMIT and NTIMIT speech are~i! more noise
~lower SNR! in NTIMIT speech,~ii ! greatly reduced spectral
energy above 3.5 kHz in NTIMIT speech. The reduction in
high frequency energy is particularly debilitating because a
characteristic signature of a canonical stop consonant in-
cludes a high frequency burst that is now harder to detect. To
get greater insight into what might possibly be going on, we
considered every single stop in the test set~there were 1376
of them in all! and obtained the detector output for the

FIG. 13. Detector output for the
NTIMIT version of the same sentence.
Wave form ~top panel! and detector
output ~bottom panel!.

FIG. 14. False rejection rates and false acceptance rates as a function of the
threshold for three different cases.~i! T-T, trained on TIMIT and tested on
TIMIT, ~ii ! N-T-LINEAR, trained on TIMIT and tested on NTIMIT,~iii !
N-T-LINEAR-V, trained on TIMIT and tested on NTIMIT using a voiced/
unvoiced detector to augment the decision. As the threshold increases, the
false rejection rate increases while the false acceptance rate decreases. We
see that the equal error rate is met at different thresholds for each of the
modes of use. FIG. 15. An extreme case of a stop deletion.
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TIMIT version and the NTIMIT version. Shown in Fig. 16 is
a plot of the TIMIT output against the NTIMIT output for
each stop. Each point in this plot refers to a particular stop
consonant in the test data set and its coordinates indicate the
magnitude of the detector output for the TIMIT version and
the NTIMIT version of that stop.

Clearly, the output of the detector for the NTIMIT ver-
sion of the stop consonants is much lower on average than
the output for the TIMIT version of those same stop conso-
nants. Perfect invariance to the change in channel would re-
quire the points to all lie on the straight liney5x. This, of
course, is not the case. The fact that the NTIMIT detectors
outputs are lower is not entirely surprising—what is surpris-
ing perhaps are the cases when the NTIMIT version is actu-
ally higher than the TIMIT version. We examined several of
these cases and they all fell into one of two cases:~i! the
burst appeared from inspection to be as strong~not obviously
stronger, though! in the the NTIMIT version,~ii ! there was a
local noise burst introduced by the telephone network near
the true closure–burst transition and it was this noise burst
that was actually detected.

This leads one to hypothesize that the drop in detector
output from TIMIT to NTIMIT might simply reflect the de-
terioration in the overall strength of the stop burst. To this
effect, we plot in Fig. 17, the drop in global SNR between
TIMIT and NTIMIT for each stop as a function of the drop
in the detector output between the two versions. A regression
line has been plotted through the data points and has nonzero
slope suggesting some correlation between the two.

However, it is pretty clear from examining Fig. 17 that
this drop in global SNR is only very weakly correlated to the
drop in detector outputs. In some respects, this is not surpris-
ing since the global SNR is determined mostly by the energy
in the vocalic portions of the signal. It has the same value for
every stop consonant in the sentence, although individual
stop consonants in that sentence might deteriorate to differ-
ent degrees over the telephone transmission. A better mea-

sure of the degree of preservation of the stop consonant is
provided by a measure of the local SNR indicated in Fig. 18.
An estimate of the local SNR was obtained by measuring the
average energy in the burst and the average energy in the
closure. The segmentation provided by the TIMIT labeling
was used to calculate the average energy in the burst and
closure, respectively. While the degree of correlation has in-
creased, there is still considerable unexplained variance in
the data as plotted.

Closer examination of this issue led to the feeling that
much of the unexplained variance was simply due to poor
segmentation of the consonants in the TIMIT data set. Since
the segments in question~closures and bursts! are small in
duration, misalignments of the order of 5–10 ms~which are
quite common in the database! would have significant effect
on the reliability of the estimates of local SNR. Relabeling
all the stop consonants in the data set would require too
much effort. Instead, we obtained an estimate of instanta-
neous SNR in the following manner. We found the point in
time closest to the labeled closure–transition boundary that

FIG. 16. For each stop consonant in the test set, the detector output on the
NTIMIT version is plotted against the detector output in the TIMIT version.
The straight line has slope51. Clearly the NTIMIT detector output is on
average much lower than the TIMIT detector output. The detector used
~algorithm C! was trained on TIMIT data.

FIG. 17. Drop in global SNR plotted against the drop in detector outputs
between TIMIT and NTIMIT for each sentence.

FIG. 18. Drop in local SNR plotted as a function of the drop in detector
outputs between TIMIT and NTIMIT.
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had maximum change in energy@E(n)2E(n21) where
E(n) is energy at timen#. This point was declared the true
closure transition boundary and energy of a 5 msstretch to
the left ~energy in closure! and a 5 msstretch to the right
~energy in release! was taken. This provided an estimate of
the local rise in energy~instantaneous SNR! for the closure–
burst transition associated with that stop consonant. One can
then compute the drop in instantaneous SNR from TIMIT to
NTIMIT and shown in Fig. 19 is a plot of the drop in instan-
taneous SNR against the drop in detector outputs. Clearly,
the correlation is now quite striking.

The results of this study suggest that much of the dete-
rioration from TIMIT to NTIMIT can be simply explained by
the deterioration in the strength of the burst, the addition of
noise in the closure period, and overall degradation of the
closure burst transition. Unfortunately, the acoustic degrada-
tion from TIMIT to NTIMIT is not under the control of the
experimenter and therefore in Sec. V B, we study the degra-
dation of the detector in the presence of controlled amounts
of additive noise.

B. Noise

Automatic speech recognition performance is known to
degenerate with additive noise. We examine the performance
of the stop detection algorithm under two kinds of additive
noise. All experimental results are reported with algorithm C
for the stop detection task as usual.

1. Global white noise

White noise was added to the TIMIT speech wave forms
by sampling from a zero mean random distribution. The vari-
ance of the distribution was set depending upon the level of
global SNR we wished to obtain. Shown in Fig. 20 are the
ROC curves generated when varying degrees of noise are
added. As you can see, there is rapid deterioration due to
noise. At 30 dB SNR, the equal error rate drops from 16% to
around 20% but at 20 dB SNR, the equal error rate has
dropped9 to almost 50%.

At first glance, this might seem like an outrageous deg-
radation but closer examination of this issue suggested that at
20 dB global SNR, the local SNR in the closure–burst region
was actually quite high. The closures were very noisy and
the transition from closure to burst was very indistinct. Fig-
ure 21 is a picture of the speech signal corresponding to a
closure–burst transition in the clean and at signal-to-noise
ratios of 20 and 10 dB, respectively. At 10 dB SNR, for
example, the closure–burst transition seems to be essentially
obscured.

This suggests that the success of the stop detector de-
pended essentially on how well preserved the closure–burst
transition was. To examine this in greater detail, we per-
formed experiments with additive local noise in the follow-
ing.

2. Local white noise

The clean speech signalx(n) was corrupted by noise to
yield the noisy signaly(n) according to

FIG. 19. Drop in instantaneous SNR as a function of the drop in detector
outputs between TIMIT and NTIMIT.

FIG. 20. ROC curves for stop detection at various values of global noise
ranging from 30 dB SNR to 10 dB SNR.

FIG. 21. The transition from closure to burst in clean speech~top!, 20 dB
SNR ~middle! and 10 dB SNR~bottom!.
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y~n!5x~n!@11eh~n!#,

whereh(n) takes on values11 and21 with equal probabil-
ity at eachn. Furthermoreh(n1) andh(n2) are independent
for all n1 andn2 . Therefore the noise will have a flat power
spectrum.

In this model, the total additive noise@z(n)
5ex(n)h(n)# scales as a function of signal energy at each
point in time. One can make the following observations
abouty(n) andz(n):

~1! E@y(n)#5E@x(n)#, i.e., the additive noise is zero mean.
~2! E@z(n1)z(n2)#50 for n1Þn2 , i.e., the additive noise is

white.
~3! E@y2(n)#5E@x2(n)#(11e2). Further, the signal-to-

noise ratio at each timen ~local SNR! is given by
20 log ~1/e!.

Such a model of noise is often referred to as Schroeder noise
or MNRU in some communities.

Shown in Fig. 22 are the ROC curves for the detector of
algorithm C that we have been studying in this paper for
local SNR values from 20 to 0 dB SNR obtained by adding
noise to clean TIMIT speech. Clean speech is approximately
40 dB SNR on average and recall that the ROC curve for
clean speech has an equal error rate of approximately 16%.
There is almost no deterioration when the SNR falls to 30 dB
SNR. At 0 dB SNR, the equal error rate is 22%. Thus a drop
from 40 to 0 dB SNR results in a corresponding drop in
detector performance from 16% to 22% equal error rate. This
drop seems much less dramatic now.

The experiments on telephone degradation in previous
sections and those conducted here with controlled white
noise seem to point to the same conclusions. The perfor-
mance of the stop detector depends upon how clearly articu-
lated the closure–burst transition is. This in turn is a function
of the local signal-to-noise ratio at the closure–burst transi-
tion. Furthermore the detectors discussed in this paper can
withstand local signal-to-noise ratios of up to 0 dB without
significant deterioration. This is not obvious by simply

studying the behavior of the stop detector with respect to the
global signal-to-noise ratio. In this sense, we see that the
local SNR is a good predictor of stop detection performance
for the detectors that we have constructed. It is certainly a
much better predictor than global SNR for the same task.
The local SNR as we have constructed it is only a function of
time. One could potentially consider the SNR locally as a
function of both time and frequency and thus be able to
pinpoint in greater detail the regions of the time–frequency
plane that most affect stop detection. We do not pursue such
a detailed analysis here.

VI. CONCLUSIONS

We have considered the problem of detecting stop con-
sonants in continuous speech. We have utilized a simple rep-
resentation using log-energies and Wiener entropy to charac-
terize the speech signal. Stops correspond to certain
characteristic transitions in this feature space and we show
how to use a filtering framework to extract the stops with
reasonable accuracy and very little training data.

Many phonetic events, particularly those characterized
by transitions, e.g., broad class boundaries, nasals, etc., can
be handled by a similar approach. While we have utilized a
simple linear filter to extract the stop, one can, in principle,
use more complex nonlinear filters to extract such phonetic
events. We have experimented with such nonlinear filters and
have reported part of those results in this paper. Finally, the
output of the filters can be interpreted as ana posteriori
density for the event and might be useful as an intermediate
representation for other speech recognition and segmentation
tasks.

We have analyzed the performance of the stop detector
from a variety of perspectives. Variability with respect to
speakers has been considered. The common errors have been
analyzed in terms of their phonetic classes. Changes in
acoustic environments due to channel~regular to telephone!
and noise have been studied. We are led to conjecture that
reliable burst detection is unlikely when the local signal-to-
noise ratio is low.

Two important future directions for research need to be
considered. First, we need to relate the performance of the
automatic stop detectors with human performance on similar
tasks. If human detection rates are demonstrably higher or
more robust, it would be interesting to have some insight into
what acoustic cues they use—cues that we have presumably
ignored in our current approach. Second, we have pursued a
largely bottom up strategy for stop detection. Clearly, higher
level knowledge constrains the sequence of stops so that
many false insertions can be eliminated by such means. We
intend to explore such directions as part of future work.

1We use stop consonants to refer to the class containing the phonemes ‘‘p,’’
‘‘t,’’ ‘‘k,’’ ‘‘g,’’ ‘‘b,’’ ‘‘d,’’ respectively. Thus we use stop consonants or
plosives to refer to a class of phonemes and not to any particular acoustic
attribute correlated with that class. As we see in this paper, the acoustic
attributes that we focus on are those that accompany the transition from
closure to burst that is correlated with the articulation of such a phoneme.

2A detailed description of multitapered methods is beyond the scope of this
paper. The basic idea is that rather than computing a short time windowed
Fourier transform using only a single window at each time step, the multi-

FIG. 22. ROC curves for stop detection at various values of local noise
ranging from 20 dB SNR to 0 dB SNR.
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tapered approach computes spectra using several different windows~tapers!
and combines them. Principled methods exist to choose the windows and
combine them allowing one to obtain a more robust estimate of the spec-
trum and negotiate a more graceful bias-variance trade-off in spectral esti-
mation.

3Vocal fry refers to an articulation mode where the vocal cords vibrate
particularly slowly leading to a low pitch and a creaky voice.

4There is considerable literature also on the role of formant transitions in
identifying the stop consonant, in particular its place of articulation. It was
not clear to us whether and in what manner formant transitions play a role
in determining themannerclass of stop consonants as a whole. A prelimi-
nary attempt to include formant transitions did not yield positive results.
Thereafter, we did not explore the possibility of using such cues.

5Clearly, we had to utilize our intuition and judgment in choosing such a
representation. It seems to us that this is where acoustic phonetic knowl-
edge is crucial. Once an appropriate representation is picked, one may
explore various statistical detection frameworks that act on such a repre-
sentation to separate the phonetic classes from each other.

6No particular reason should be attributed to the choice of this dialect re-
gion. Some additional experiments conducted on the entire TIMIT database
confirm that the essential results presented in this paper generalize to the
entire database.

7No particular significance should be attributed to the choice of the number
18. This was made purely for convenience.

8The syllable final /d/ is often palatalized due to the following /y/ leading to
additional complications. We have excluded all such palatalizations in the
current analysis.

9One might be puzzled by how the equal error rate can be above 50%. The
reason is that we are measuring false acceptances~i.e., insertions! as a
function of the total number of phonemes~excluding the stop consonants!
in the database. Because this total number is much smaller than the total
number of frames and the stop detector provides an output every frame, the
equal error rate is artificially higher. We have discussed this in an earlier
section. Of course, higher level constraints can be used to control the num-
ber of stop consonants hypothesized every sentence—such higher level
constraints have not been explored here as our intent was to investigate the
possibilities of a purely bottom up approach.
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This paper describes an application of the multichannel signal processing technique of adaptive
decorrelation filtering to the design of an assistive listening system. A simulated ‘‘dinner table’’
scenario was studied. The speech signal of a desired talker was corrupted by three simultaneous
speech jammers and by a speech-shaped diffusive noise. The technique of adaptive decorrelation
filtering processing was used to extract the desired speech from the interference speech and noise.
The effectiveness of the assistive listening system was evaluated by observing improvements in
A-weighted signal-to-noise ratio~SNR! and in sentence intelligibility, where the latter was evaluated
in a listening test with eight normal hearing subjects and three subjects with hearing impairments.
Significant improvements in SNR and sentence intelligibility were achieved with the use of the
assistive listening system. For subjects with normal hearing, the speech reception threshold was
improved by 3 to 5 dBA, and for subjects with hearing impairments, the threshold was improved by
4 to 8 dBA. © 2002 Acoustical Society of America.@DOI: 10.1121/1.1433815#

PACS numbers: 43.72.Ew, 43.72.Kb, 43.72.Dv@DOS#

I. INTRODUCTION

Conventional hearing aids have many limitations. In
particular, hearing aid users experience difficulties in noisy
acoustic environments with multiple sound sources and re-
verberation~Smedley and Schow, 1992!. In conventional
hearing aids, sound amplification is performed to compen-
sate for the reduction of dynamic range and frequency re-
sponse in hearing-impaired ears without discrimination be-
tween desired speech and interference sounds. Since hearing
impairments are commonly accompanied by a reduced bin-
aural directional hearing that enables selective reception of
desired signal in a sound field, hearing aid users are more
affected by the amplified noises. In the past, speech enhance-
ment techniques were evaluated for attenuating noise and
assisting listening. However, enhancement processing im-
proves only quality but not intelligibility of speech~Deller
et al., 1993!.

Since sound sources are in general spatially separated,
multimicrophone based speech processing offers the promise
of separating desired speech from interference sounds and
thereby improving intelligibility of desired speech. Research
efforts in this area have been focused on fixed or adaptive
microphone-array beamforming to enhance speech in the de-
sired direction and suppress jammer signals in undesired di-
rections. Hearing aids utilizing fixed beamforming~Kates,
1993; Soedeet al., 1993a, 1993b; Stadleret al., 1993! can

realize useful directional gains with relatively simple and
robust processing, and hearing aids employing adaptive pro-
cessing can achieve very good interference cancellation un-
der certain favorable conditions, in particular low reverbera-
tion ~Peterson, 1989; Greenberg and Zurek, 1992; Hoffman
et al., 1994!. Recent research efforts further investigate the
incorporation of sound localization into hearing aids, which
will not only assist speech comprehension but also facilitate
a subjective sense of auditory space~Deslogeet al., 1997;
Welker et al., 1997!.

In the current work, a new approach is taken in the de-
sign of an assistive listening system. This effort is motivated
by recent developments of co-channel speech separation
techniques in the field of speech and signal processing. Co-
channel speech separation extracts source speech signals
from their convolutive mixtures by reducing cross interfer-
ences among the speech signals, and therefore, the tech-
niques offer the potential of improving speech comprehen-
sion in acoustic environments with multiple sound sources.
Similarly automatic speech recognition systems suffer from
performance degradation in the presence of competing
speech~Coleet al., 1995!, and co-channel speech separation
is therefore also important to real-world applications of spo-
ken language technology.

Early research efforts on co-channel speech separation
focused on separating competing speech from their additive
mixture ~Comonet al., 1991; Jutten and Heuralt, 1991; So-
rouchyari, 1991; Tonget al., 1993!. While these algorithmsa!Electronic mail: zhao@cecs.missouri.edu
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are fast, simple, and capable of separating a large number of
speech sources, they cannot deal with the convolutive effect
of acoustic paths on mixtures of speech sources, referred to
as convolutive mixtures. The convolutive effect depends on
the durations of acoustic path impulse responses relative to
the stationary periods of speech sound units, where a short
response results in spectral distortion and a long response
results in reverberation noise. Recently, research focus has
been directed to the separation of convolutive mixtures. The
methods can be categorized by using second-order statistics
Weinsteinet al., 1993; Van Gerven and Van Compernolle,
1995! or higher-order statistics~Yellin and Weinstein, 1994;
Shamsunder and Giannakis, 1997!. The methods of the first
category are easier to implement but may not guarantee
uniqueness of solution~Weinstein et al., 1993; Yellin and
~Weinstein, 1994, 1996; Shamsunder and Giannakis, 1997!.
The methods in the second category can provide unique so-
lutions but are more complicated to implement. In addition,
empirical estimates of second-order statistics are usually
more reliable than higher-order statistics, making the first-
type algorithms preferable in certain applications.

In a previous work~Yen and Zhao, 1996, 1997, 1998,
1999a!, Yen and Zhao developed a co-channel speech sepa-
ration system based on the adaptive decorrelation filtering
~ADF! algorithm proposed by Weinstein, Feder, and Oppen-
heim ~Weinsteinet al., 1993!. The system was effective in
separating two speech source signals from their convolutive
mixtures. Using the system as a processing front end, the
accuracy of automatic speech recognition~Zhao, 1993, 1996!
on co-channel speech was significantly improved. An infor-
mal subjective listening test on the processed speech also
showed increased intelligibility. The ADF algorithm was
subsequently generalized to the separation of co-channel
speech signals from more than two sources~Yen and Zhao,
1999b! and was shown in a simulation to be effective in
separating three speech sources. In addition, the generalized
algorithm allows extraction of one or more source signals
from convolutive mixtures of the full set of source signals,
and it reduces computational complexity in such cases~Yen
and Zhao, 1999b!.

In the current work, the generalized ADF, simply re-
ferred to as ADF, is evaluated as a technique for assistive
listening. A ‘‘dinner table’’ scenario is simulated in the study:
a listener would like to hear a particular talker, but the intel-
ligibility of the desired speech is reduced by jammer speech
from other talkers at the table and by background diffusive
noise. In each interference condition, the desired speech sig-
nals before and after ADF processing were evaluated. The
objective measure was A-weighted signal-to-noise ratio
~SNR!, and the subjective measure was sentence intelligibil-
ity obtained from a formal listening test on eight normal-
hearing subjects and three hearing-impaired subjects. Signifi-
cant improvements in SNR and sentence intelligibility were
observed, indicating the potential of ADF in the design of
assistive listening systems.

This paper is organized into four sections. In Sec. II, a
brief overview is made for ADF-based co-channel speech
separation. Details of experimental conditions are described
in Sec. III, and the test results are presented in Sec. IV. The

implications of the findings of the current work to the design
of assistive listening systems are discussed in Sec. V.

II. OVERVIEW OF ADAPTIVE DECORRELATION
FILTERING

A. Mathematical model of co-channel environment

In a co-channel environment, several speech sources
may be active simultaneously, and therefore each micro-
phone acquires a mixture of these speech signals. Assume
that there areM speech sources, and the source speech sig-
nals are zero-mean and uncorrelated to each other. Also as-
sume thatM microphones are used to acquire the speech
signals, with the microphonei targeting the speech sourcei,
i51,2,...,M. Denote the speech signal generated by the
sourcej asxj (t) and the signal acquired by the microphonei
asyi(t), and denote the transfer function of the acoustic path
from the speech sourcej to the microphonei by Hi j ( f ). The
co-channel speech environment can then be modeled in the
frequency domain as

Y~ f !5H~ f !X~ f !, ~1!

where the signal vectors are defined asY( f )
5@Yi( f )#1< i<M

T , X( f )5@Xi( f )#1< i<M
T , with T denoting

vector transpose, and the transfer function matrix is defined
as H( f )5@Hi j ( f )#1< i<M ,1< j <M . Generally, the acoustic
paths are unknown and time varying. As indicated by Eq.~1!,
the acquired signalsyi(t) are convolutive mixtures of the
source signalsxi(t).

Each acquired signalyi(t) can be decomposed into a
sum of two components as

yi~ t !5yi ,T~ t !1yi ,I~ t !, ~2!

whereyi ,T(t)5Hii $xi(t)% represents the target speech com-
ponent, andyi ,I(t) represents the interfering component and
is defined asyi ,I(t)5( j 51,j Þ i

M Hi j $xj (t)%. The objective of
co-channel speech separation is to attenuate the interfering
componentyi ,I(t) in each acquired signalyi(t), and hence
extract the target componentyi ,T(t) from the convolutive
mixture.

B. Adaptive decorrelation filtering

Given that the speech sources are zero-mean and mutu-
ally uncorrelated, output signals of a perfect co-channel
speech separation system should also be mutually uncorre-
lated. Definef i j

(t) , i , j 51,...,M , iÞ j , to be length-N FIR fil-
ters that are estimated at timet for separation of source
speech signals~Yen and Zhao, 1999b!. Then, the ADF algo-
rithm processes the inputyj (t), j 51,...,M of Eq. ~1! and
generates output signalsv i(t), i 51,...,M according to the
equation

v i~ t !5yi~ t !2 (
j 51,j Þ i

M

yj
T~ t ! f i j

~ t ! , ~3!

where yj (t)’s are length-N vectors defined asyj (t)5@yj (t

2t)#0<t<N21
T . Taking decorrelation as the separation crite-

rion, i.e.,E$v i(t)v j (t2t)%50, iÞ j , ;t, the FIR filters can
be adaptively estimated as
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f i j
~ t11!5 f i j

~ t !1m~ t !v j~ t !v i~ t !, i , j 51, . . . ,M , iÞ j ,
~4!

wherem~t! is an adaption gain. For system stability and ef-
ficiency,m~t! is chosen as

m~ t !5
2g

~M21!N( j 51
M ŝyj

2 ~ t !
, ~5!

where 0,g,1 is an empirical constant, andŝyj

2 (t) is the

variance ofyj (t) estimated from the latest input samples.
When the filters converge, the output signalv i(t) becomes
the extracted source signalxi(t), subject to a certain linear
transformation,i 51, . . . ,M .

Based on Robbins–Monro’s stochastic approximation
method, a theoretical analysis has been made on the applica-
bility condition of ADF. The analysis shows that in order to
effectively reduce cross interference among speech sources
in a given acoustic environment, the multimicrophone con-
figuration needs to satisfy the condition ofuHi j ( f )H ji ( f )u
,uHii ( f )H j j ( f )u, iÞ j , ; f ~Yen and Zhao, 1999b!, i.e., the
cross-coupled acoustic paths need to attenuate source signals
more than the direct acoustic paths do. In the above assumed
co-channel model, when each microphone is placed closer to
its target source than to the interference sources, this condi-
tion is satisfied in general.

C. Applications

The proposed application of ADF to assistive listening
in the ‘‘dinner table’’ scenario is but one of many possibili-
ties. Some others include teleconference, robust speech rec-
ognition, stage sound processing, etc. For teleconference, a
co-channel speech separation system can be used to separate
multiple talkers’ speech at one site of the meeting and the
separated speech signals can be sent to remote sites for se-
lective listening. For robust speech recognition inside a ve-
hicle, for example, microphones can be distributively placed
in accordance with the locations of speech and interference
sources, such as driver, radio, engine, etc., and the extracted
driver’s speech would allow more accurate automatic recog-
nition. For stage sound pick up, the recorded signals consist-
ing of actors’ voices and special sound effects can be sepa-
rated, edited, and remixed to generate enhanced sound
environments.

III. EXPERIMENTAL CONDITIONS

In simulating the ‘‘dinner table’’ scenario, the cross-
coupled channel filters were measured in a sound booth, and
the co-channel speech signals were computed according to
Eq. ~1! by using standard speech and noise materials~the
simulation conditions were verified to be consistent with a
real sound field recording!. The estimation of separation fil-
ters and the filtering of acquired signals were implemented
according to Eqs.~4! and ~3!, respectively.

A. Measurement of acoustic paths

The configuration of the sound booth for measuring the
cross-coupled acoustic paths is shown in Fig. 1. As shown in
the figure, five ‘‘people’’ sat at a round table with an equal

spacing. The microphones were installed 99 below the re-
spective loud speakers that represented the mouth positions
of the dinner partners. The acoustic paths between each pair
of speaker–microphone locations were measured, yielding a
total of 25 FIR filters. Based on the measured impulse re-
sponses, the direct-to-reverberant energy ratios at the listener
and talker locations were computed over 20 TIMIT sen-
tences. The ratios at the listener and talker locations were
measured as20.57 dB and 3.01 dB, respectively.

B. Generation of speech, jammers and diffusive noise

Among the five locations shown in Fig. 1, location 1
was chosen for the listener and the cross-table location 4 was
chosen for the talker. The locations 2, 3, and 5 were used for
simultaneous jammers. For the designated talker, the speech
materials of HINT sentences~Nilsson et al., 1994! were
played through a load-speaker, and for the designated jam-
mers, the TIMIT speech sentences~Lamelet al., 1986! were
played. The HINT speech consists of short sentences spoken
by a male talker, designed for measuring hearing thresholds
of either normal or impaired hearing. The TIMIT speech was
randomly taken from a database of sentences collected from
over 600 male and female talkers. In forming each jammer,
the silence periods before and after each TIMIT sentence
were stripped off, and the extracted sentences were then con-
catenated. The two simulated interference conditions are de-
scribed below.

Condition 1. Speech jammers

In this condition, the interference consisted of three si-
multaneous jammers. The signal-to-noise ratio~SNR! was
measured at the listener’s location as the ratio of the
A-weighted energy of the desired speech to sum of
A-weighted energies of the three jammers, where the short-
time spectra of the desired speech and jammers were
A-weighted by a bandpass filter~Pierce, 1994! to emphasize
perceptually important frequency bands. It is noted that
A-weighting is a standard method of characterizing noise
environment, and as a contrast, articulation-index~AI ! based
weighting ~French and Steinberg, 1947! is commonly used

FIG. 1. Sound booth where the acoustic paths were measured for simulation
of ‘‘dinner table’’ scenario.
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for characterizing overall signal power as a result of array
processing. AI-weighted SNR would be very similar to
A-weighted SNR in the current study since the spectra of
signal and noise were similar. The A-weighted SNR~simply
referred to as SNR here! was designated the unit of dBA.
Four levels of SNRs,212, 215, 218, and221 dBA, were
produced at the listener’s location, with the energies of de-
sired speech and interference adjusted by the following pro-
cedure. A speech shaped noise was used for sound level cali-
bration, where the spectrum of the speech-shaped noise
matched the long-term spectrum of the HINT test speech
materials. At the talker’s location, calibration speech-shaped
noise was first played and its level was adjusted to yield a
fixed sound level of 65 dBA at the listener’s location. The
average root mean-squared value of each HINT speech sen-
tence was adjusted to be the same as the calibration noise,
i.e., when the sentences were played at the talker’s location,
the average received sound level was also 65 dBA at the
listener’s location. The sound levels of the three jammers
were constrained to be identical at the listener’s location.
Again, the sound level of the listener’s location was first
calibrated by the speech-shaped noise, and the levels of jam-
mer speech were then adjusted in a sentence-by-sentence
fashion to match the root-mean-squared value of the noise.
At the listener-location SNRs~LL–SNR! of 212,215,218,
and221 dBA, the sound level of each of the three jammers
at the listener location was 72.2, 75.2, 78.2, and 81.2 dBA,
respectively.

Condition 2: Speech jammers and diffusive noise

In this condition, the interference consisted of three si-
multaneous jammers as well as a speech-shaped diffusive
noise. In generating the diffusive noise, the speech-shaped
stationary noise as described above was played through four
loud speakers that were placed close to the ceiling and at the
four corners of the sound booth. The SNR was measured as
the ratio of the A-weighted energy of the desired speech to
sum of A-weighted energies of the jammers and the diffusive
noise. The simulation procedure was similar to that described
in Condition 1. At the listener’s location, the talker’s sound
level was again fixed as 65 dBA, and the dBA levels of the
three jammers and the diffusive noise were identical. At the
LL–SNRs of 212, 215, 218, and221 dBA, the sound
level of each interference source at the listener location was
71.0, 74.0, 77.0, and 80.0 dBA, respectively.

C. Validation on the simulation conditions

In order to ensure the simulation conditions to be con-
sistent with sound field recordings, a pilot test was carried
out at the House Ear Institute before the formal listening test.
In the pilot test, four subjects with normal hearing were pro-
vided with two sets of HINT speech sentences: one gener-
ated by the above simulation conditions and another re-
corded in the sound field, where the sound field was
constructed according to the above described procedure. The
correct word percentages measured from the two sets of
speech over the four subjects were compared. The compari-
son indicated insignificant differences between the two sets
of results and hence validated the simulation. Based on the

consideration that simulation allows a more precise control
of experimental parameters and is convenient to implement,
the formal listening tests were conducted under the simula-
tion conditions.

D. ADF implementation

The ADF algorithm was implemented to run in an on-
line mode, i.e., the output signal samples of each timet were
estimated by using the filter estimates obtained from the in-
put signals up tot, and therefore processing was accom-
plished in one pass. As a contrast, in a multiple-pass process-
ing, filter estimation would be made iteratively over a block
of data and the filter estimates obtained in the last iteration
would be used to perform source separation for the same data
block. Although an iterative implementation in general leads
to higher SNR gains, one-pass processing was chosen based
on the consideration of computation load and delay, as well
as the potential need for tracking time variation of acoustic
paths within a block.

In a practical co-channel environment, jammer signals
may not be always on. The issue of performing ADF estima-
tion in the absence of jammers was investigated previously
in a two-source separation problem~Yen and Zhao, 1999a!.
The finding is that if the cross-coupled acoustic paths are
strong (uHi j ( f )H ji ( f )u'uHii ( f )H j j ( f )u, iÞ j ) and if the
jammers are inactive for an extended period of time, then
adaptive filter estimation may go wrong. As a consequence,
significant distortion or cancellation effect may be observed
in the estimated target speech signals. A coherence-function
based active-source detection algorithm was developed for
this case~Yen and Zhao, 1999a!, where a coherence function
between each pair of system output signals was used to de-
tect the active regions of each speech source, and such re-
gions formed the basis for on–off switching of filter estima-
tion. Although the method may be extended to the M-source
case along a similar line of idea, the algorithm has not been
fully developed and is left for a future work. On the other
hand, the interference conditions as considered in the ‘‘din-
ner table’’ scenario were moderate. When jammers were ab-
sent, the distortion or cancellation effect on target speech as
introduced by the estimation algorithm was insignificant.
Therefore, in processing the speech signals, the estimation
algorithm was applied from beginning to end instead of be-
ing switched on or off from time to time.

IV. EXPERIMENTAL RESULTS

The assistive listening system was evaluated through the
gains of A-weighted signal-to-noise ratio and the percentage
of correctly recognized words by human subjects. It was as-
sumed that a listener could choose a talker by selecting the
assistive system’s output that targets the talker. Since the
SNR was highest at the selected talker’s location, the SNR
and word correct percentage were measured on speech ac-
quired and processed at the talker’s location, i.e., ony4(t)
for conditions before ADF processing and onv4(t) for con-
ditions after ADF processing. As such, the measured im-
provements represented the net effect of ADF processing. On
the other hand, the SNRs at the listener location~LL–SNR!
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represented the difficulty level as experienced by the listener
without the assistive listening system, and therefore the LL–
SNRs were used for identifying the testing conditions.

A. Signal-to-noise ratio

For each specified LL–SNR and under each interference
condition, the SNRs at the talker’s location~TL–SNR! were
calculated before and after ADF processing. Each SNR value
was obtained from one distinct list of 10 HINT sentences,
with each list consisting of approximately 50 short words.
The results for the three-jammer interference condition are
shown in Fig. 2, and the results for the jammer and diffusive
noise interference condition are shown in Fig. 3. In Fig. 3,
the results are also summarized by signal-to-jammer ratio
~SJR! before and after ADF where for each LL-SNR condi-
tion, the four bars ordered from left-to-right represent SNR
before processing, SNR after processing, SJR before pro-
cessing, and SJR after processing, respectively. Figure 2
shows that in the jammer-alone interference conditions, ADF

improved the TL–SNR by 8.39 to 9.18 dBA for the initial
LL–SNR conditions of212, through221 dBA. Figure 3
shows that in the presence of both jammers and diffusive
noise, ADF improved the TL–SNR by 3.58 to 4.11 dBA for
the initial LL–SNRs of212 through221 dBA, and it im-
proved the SJR in the range of 7.03 to 8.61 dBA, which was
close to the SNR gain in the jammer-alone case. These re-
sults indicate that the ADF technique was effective in attenu-
ating jammers but ineffective in attenuating diffusive noise,
which is not surprising since diffusive noise is spatially un-
correlated and decorrelation processing would not produce
any impact.

B. Intelligibility

The listening subject test was conducted at the House
Ear Institute. A total of 11 subjects were recruited in the
study, eight with normal hearing and three with hearing im-
pairments. Normal hearing is defined by having audiometric
threshold,30 dBL across the wide band of speech spec-
trum, with threshold measurements made at the frequencies
~in Hz! of 250, 500, 1000, 2000, 3000, 4000, 6000, and
8000. Every hearing-impaired subject has, to varying de-
grees, a severe high-frequency hearing loss. Of the three
hearing-impaired subjects, one wore hearing aids, and the
other two should be wearing hearing aids but have never
tried them. In the subject listening test, none of the subjects
wore hearing aids.

The speech data before and after ADF processing were
recorded on CD. There were a total of 14 testing cases, re-
sulting from the combination of two interference conditions,
four LL–SNRs, and before and after ADF processing, where
in the jammer and diffusive noise condition, the two cases of
LL–SNR5221 dBA ~before and after ADF processing!
were excluded due to extremely low scores of word correct
percentages. In order to avoid effects of learning and memo-
rization, the HINT lists were made distinct among the 14
testing conditions. Subjects were asked to listen to a CD
under headphones and transcribe a HINT list for each testing
condition. Prior to the transcription, subjects were instructed
to listen to track number 1 and select a comfortable listening
level with the CD volume control. They were then told to
leave the volume control of the setting for the remainder of
the experiment. It is noted that the test materials were not
adjusted for frequency-dependent hearing loss. In each test-
ing condition, the percentages of word correct were averaged
separately for the normal-hearing group and the hearing-
impaired group.

For the normal-hearing subjects, the listening test results
are summarized in Figs. 4 and 5. In jammer alone interfer-
ence and at the LL–SNR of212, 215, 218, and221 dBA,
the absolute gains of word correct percentage were 7.3%,
20.2%, 46.6%, and 52.3%, respectively. In both jammers and
diffusive noise and at the LL–SNRs of212, 215, and218
dBA, the absolute gains of word correct percentage were
11.0%, 43.3%, and 29.6%, respectively. For the hearing-
impaired subjects, the listening test results are summarized in
Figs. 6 and 7. In jammer alone interference and at the LL–
SNRs of212, 215, 218, and221 dBA, the absolute gains
were 32.7%, 59.0%, 55.2%, and 37.8%, respectively. In both

FIG. 2. The SNR at the talker’s location before and after ADF processing in
the jammers only condition.

FIG. 3. The SNR and SJR at the talker’s location before and after ADF
processing in the jammers and diffusive noise condition.
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jammers and diffusive noise, and at the LL–SNRs of212,
215, and218 dBA, the absolute gains of word correct were
approximately 38.0%, 29.1%, and 5.4%, respectively. Based
on the results of Figs. 4–7, it is estimated that in jammer
alone interference, ADF processing improved the speech re-
ception threshold by 5 dBA for the normal-hearing subjects
and by 8 dBA for the hearing-impaired subjects, and in the
jammer and diffusive noise interference, ADF improved the
speech reception threshold by 3 dBA for the normal-hearing
subjects and by 4 dBA for the hearing-impaired subjects.

The means and standard deviations of word correct per-
centage in each testing condition are provided in Table I. For
the normal-hearing group, ADF not only improved the mean
values but it also reduced the standard deviations. For the
hearing-impaired group, the standard deviations remained
large due to the small number of hearing-impaired subjects.

C. Analysis of intelligibility improvement

A statistical significance test was made on the listening
test results. The difference between the percentage word cor-

rect values measured after and before ADF processing is as-
sumed to be a Gaussian random variablec with an unknown
variance. The null hypothesisH0 postulated an insignificant
effect of ADF processing, i.e.,E@c#50, and the alternative
hypothesisH1 asserted a positive difference, i.e.,E@c#.0.
Denote the sample mean and sample variance of the listening
evaluation data asc̄ ands2, and denote the number of sub-
jects by n. The test statistic wasq5 c̄/(s/An), which had
a t distribution with n21 degrees of freedom~Papoulis,
1991!.

Without diffusive noise and across the four LL–SNRs,
H0 can be rejected with the type-I errors ofa,0.005 (ta

53.335) anda,0.01 (ta54.541) for the two groups of nor-
mal hearing and hearing impaired, respectively. In diffusive
noise and for the first group,a,0.005 is held at the LL–
SNRs of215 and218 dBA, and the level of type-I error
was increased toa,0.025 (ta,2.306) at212 dBA, due to a
larger variation of scores before ADF processing. In diffusive
noise and for the second group,a,0.01 is held at the LL–
SNRs of212 and215 dBA, and the level of significance

FIG. 4. The word correct percentage before and after ADF processing in the
jammers only condition for the normal-hearing group.

FIG. 5. The word correct percentage before and after ADF processing in the
jammers and diffusive noise condition for the normal-hearing group.

FIG. 6. The word correct percentage before and after ADF processing in the
jammers only condition for the hearing-impaired group.

FIG. 7. The word correct percentage before and after ADF processing in the
jammers and diffusive noise condition for the hearing-impaired group.
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was increased toa,0.1 (ta51.638) at LL-SNR of218
dBA, due to a larger variation of scores after ADF process-
ing. The increaseda level in the hearing-impaired group was
mainly attributed to the small number of subjects~n53!, as it
was difficult recruiting hearing-impaired subjects at the time
the listening test was carried out. In summary, the hypothesis
test supports the notion that the ADF processing produced
statistically significant improvement to speech intelligibility
as perceived by both normal hearing and hearing-impaired
subjects under the studied conditions.

D. System realization

The above experimental results show that the ADF algo-
rithm can effectively reduce cross-interference among the
speech sources. In constructing an assistive listening system
for the ‘‘dinner table’’ scenario, microphones can be arranged
on the table so that each microphone targets a dinner partner.
Each listener can tune to a desired talker by selecting the
corresponding system output. The ADF algorithm can be
implemented on a digital signal processing board. The ADF
algorithm as described in the current work is based on direct-
form FIR filters, which requires floating-point DSP hardware
to provide the needed numerical accuracy. The simulations
described above, which worked with a 16 kHz sampling rate
and employed 600-tap FIR filters, required about 270 MMPS
(106 multiplications per second! to separate all four speech
signals, or 154 MMPS to extract only one desired speech
signal. As a result, it would require several high-end floating-
point DSPs such as TMS320C44~with 60 MFLOPS capabil-
ity! working in parallel to implement such a system. Alter-
natively, a similar system working with a 10 kHz sampling
rate and extracting only one desired speech signal could be
implemented using a single TMS320C44. Recently, a lattice-
ladder structured ADF algorithm has been formulated and
developed~Yan and Zhao, 2000!. In this formulation, nu-
merical stability can be attained while using fixed-point DSP
hardware, which would allow faster computation and lower
power consumption.

The convergence behavior of the ADF algorithm de-
pends on the number of speech sources in a co-channel
speech system, the desired number of speech sources to be
separated, and the condition of acoustic paths. In the above

described experiments, the separation filters were initialized
as zeros. In this cold-start adaptive mode, 5 and 10 seconds
of adaptive estimation led to approximately 50% and 75% of
converged SJR gain, respectively, and 30 seconds of adaptive
estimation basically led to converged SJR gain. In a tracking
mode, the system is expected to be able to quickly adapt to
time variations of acoustic paths due to changes of sound
source positions resulting from head turns, body movements,
etc.

Beside the method of placing one microphone close to
one target sound source, which may be overly constrictive in
certain applications, there are alternative ways of designing
microphone configurations to satisfy the theoretical condi-
tion described in Sec. II B. Two alternative methods that are
planned for a future study are described below.

For example, in the ‘‘dinner table’’ scenario, if direc-
tional microphones are used instead of omnidirectional ones,
then microphones may be placed at the center of the table,
with each microphone’s receiving pattern directed toward its
target talker. Note that in such a case, the transfer functions
Hi j ( f ) represent the combined effect of room acoustic paths
and the spatial–temporal response patterns of microphones.

A more flexible implementation is to combine adaptive
array beamforming with co-channel speech separation. In the
combined approach, beamforming is used for spatial-
selective sound capturing, and multiple beams can be formed
to capture simultaneous speech signals in different direc-
tions. It is known that small-sized beamformers suffer from
limited beam resolution. With a further processing on the
acquired speech signals by ADF, the jammer speech signals
that are leaked into the beams can be attenuated. As such,
beamforming and co-channel speech separation would po-
tentially complement each other and relax the design con-
straints in each. It is noted that the requirement on system
computation power may be increased due to the preprocess-
ing stage of beamforming.

V. DISCUSSION

Overall, ADF processing has led to significant improve-
ment in both the objective measure of signal-to-noise ratio
and the subjective measure of sentence intelligibility. The

TABLE I. Means and standard deviations of word correct percentage before and after ADF processing for the
two interfering conditions.

Normal-hearing group Hearing-impaired group

Before processing After processing Before processing After processing

LL-SNR mean s.d. mean s.d. mean s.d. mean s.d.

Condition 1: Jammers only
212 dBA 92.45% 4.62% 99.76% 0.67% 48.43% 15.25% 81.13% 14.74%
215 dBA 75.49% 8.95% 95.68% 3.50% 13.07% 4.08% 72.12% 18.21%
218 dBA 39.90% 11.43% 86.54% 8.66% 5.77% 1.92% 58.97% 13.64%
221 dBA 19.44% 8.85% 71.70% 8.32% 1.23% 1.07% 38.99% 3.93%

Condition 2: Jammers and diffusive noise
212 dBA 81.14% 13.22% 92.16% 5.03% 34.50% 7.09% 72.55% 8.99%
215 dBA 42.73% 10.51% 86.03% 6.66% 20.61% 10.01% 49.67% 13.06%
218 dBA 7.35% 8.24% 36.99% 17.06% 0.00% 0.00% 5.44% 6.23%
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following observations are made from the experimental re-
sults.

ADF is effective in the separation of co-channel speech,
even in the presence of diffusive noise. However, ADF is not
able to attenuate diffusive noise. An integration of speech
enhancement with ADF may provide a better solution to the
interference condition with both jammers and diffusive
noise, the requirement being that the enhancement step does
not significantly distort speech signals.

As indicated by the current work, interference consisting
of both jammers and diffusive noise was more detrimental to
speech comprehension than interference with jammers alone.
Informal evaluation also revealed that at each given SNR,
three jammers were more detrimental to speech comprehen-
sion than one or two jammers, and a higher proportion of
diffusive noise was more detrimental than a lower proportion
of diffusive noise. This may be attributed to the fact that the
energy envelopes of speech jammers are modulated rather
than constant, allowing subjects to perceive words correctly
in the low-energy intervals of jammers.

For subjects with normal hearing, the LL–SNR level of
212 dBA in the interference condition of three jammers ap-
pears to be the benefit threshold for the ADF; above212
dBA, the subjects were able to comprehend the HINT sen-
tence speech that was acquired by the talker-location micro-
phone nearly perfectly without ADF processing. In both jam-
mers and diffusion noise, the benefit threshold for ADF
appears to be shifted by 3 dBA, i.e., the ADF processing
should provide improvement in word correct percentage at
29 dBA as well. For subjects with hearing impairments, the
benefit threshold of ADF could be shifted to26 dBA, or
even23 dBA in both types of interference conditions. This
shift of threshold also implied the degree of hearing impair-
ments of the subjects who participated in the studies. In a
practical dinner table scenario, the LL–SNRs of26 to 23
dBA may be more realistic than29 dBA or below, and the
assistive listening system is expected to be useful mainly for
users with hearing impairments. In other scenarios where
more severe LL–SNR conditions are likely, or the target
talker has a very soft voice, the system is expected to be
useful for users with normal hearing as well.

Based on this ‘‘dinner table’’ study, a conclusion is
drawn that ADF is a promising new technique for construct-
ing assistive listening devices that will benefit both popula-
tions of normal hearing and hearing impairments. On the
other hand, it is expected that in certain acoustic conditions
and applications, processing techniques such as microphone
array beamforming and speech waveform enhancement may
be integrated with ADF to achieve flexibility and perfor-
mance that cannot be achieved by ADF alone. The applica-
tion conditions of various types of processing techniques and
their potential integration will be investigated in a future
work.

ACKNOWLEDGMENT

This work is supported in part by NSF under the grant
NSF EIA 9911095 and a grant from the Whitaker Founda-
tion.

Cole, R. et al. ~1995!. ‘‘The challenge of spoken language systems: Re-
search directions for the nineties,’’ IEEE Trans. Speech Audio Process.3,
1–21.

Comon, P., Herault, J., and Jutten, C.~1991!. ‘‘Blind separation of sources,
Part II: Problem statement,’’ Signal Process.24, 11–20.

Deller, J. R., Proakis, J. G., and Hensen, J. H.~1993!. Discrete Time Pro-
cessing of Speech Signals~Prentice Hall, New York!.

Desloge, J. G., Rabinowitz, W. M., and Zurek, P. M.~1997!. ‘‘Microphone-
array hearing aids with binaural output—Part I: Fixed processing sys-
tems,’’ IEEE Trans. Speech Audio Process.5, 529–542.

French, N. R., and Steinberg, J. C.~1947!. ‘‘Factors governing the intelligi-
bility of speech sounds,’’ J. Acoust. Soc. Am.19, 90–119.

Greenberg, J. E., and Zurek, P. M.~1992!. ‘‘Evaluation of an adaptive beam
forming method for hearing aids,’’ J. Acoust. Soc. Am.91, 1662–1676.

Hoffman, M. W., Trine, T. D., Buckley, K. M., and Van Tasell, D. J.~1994!.
‘‘Robust adaptive microphone array processing for speech enhancement,’’
J. Acoust. Soc. Am.96, 759–770.

Jutten, C., and Heuralt, J.~1991!. ‘‘Blind separation of sources, Part I: An
adaptive algorithm based on neuromimetic architecture,’’ Signal Process.
24, 1–10.

Kates, J. M.~1993!. ‘‘Superdirective arrays for hearing aids,’’ J. Acoust.
Soc. Am.94, 1930–1933.

Lamel, L. F., Kassel, R. H., and Seneff, S.~1986!. ‘‘Speech Database De-
velopment: Design and Analysis of the Acoustic Phonetic Corpus,’’Pro-
ceedings of Speech Recognition Workshop (DARPA).

Nilsson, M., Soli, S. D., and Sullivan, J. A.~1994!. ‘‘Development of the
hearing in noise test for the measurement of speech reception thresholds in
quiet and in noise,’’ J. Acoust. Soc. Am.95, 1085–1099.

Papoulis, A.~1991!. Probability, Random Variables, and Stochastic Pro-
cesses,3rd ed.~McGraw-Hill, New York!.

Peterson, P. M.~1989!. Ph.D. dissertation, Massachusetts Institute of Tech-
nology, Cambridge, MA.

Pierce, A. D.~1994!. Acoustics, An Introduction to the Physical Principles
and Applications.

Shamsunder, S., and Giannakis, G. B.~1997!. ‘‘Multichannel blind signal
separation and reconstruction,’’ IEEE Trans. Speech Audio Process.5,
515–528.

Smedley, T. C., and Schow, R. L.~1992!. ‘‘Frustrations with Hearing Aid
Use: Candid Reports from the Elderly,’’ Hear. Res.43, 21–27.

Soede, W., Berkhout, A. J., and Bilsen, F. A.~1993a!. ‘‘Development of a
directional hearing instrument based on array technology,’’ J. Acoust. Soc.
Am. 94, 785–798.

Soede, W., Bilsen, F. A., and Berkhout, A. J.~1993b!. ‘‘Assessment of a
directional hearing microphone array for hearing impaired listener,’’ J.
Acoust. Soc. Am.94, 790–808.

Sorouchyari, E.~1991!. ‘‘Blind separation of sources, Part III: Stability
analysis,’’ Signal Process.24, 21–29.

Stadler, R. W., and Rabinowitz, W. M.~1993!. ‘‘On the potential of fixed
arrays for hearing aids,’’ J. Acoust. Soc. Am.94, 1332–1342.

Tong, L., Inouye, Y., and Liu, R.~1993!. ‘‘Waveform preserving blind esti-
mation of multiple independent sources,’’ IEEE Trans. Signal Process.41,
2461–2470.

Van Gerven, S., and Van Compernolle, D.~1995!. ‘‘Signal separation by
symmetric adaptive decorrelation: Stability, convergence, and unique-
ness,’’ IEEE Trans. Signal Process.43, 1602–1612.

Weinstein, E., and Oppenheim, A. V.~1993!. ‘‘Multi-channel signal separa-
tion by decorrelation,’’ IEEE Trans. Speech Audio Process.1, 405–413.

Welker, D. P., Greenberg, J. E., Desloge, J. G., and Zurek, P. M.~1997!.
‘‘Microphone-array hearing aids with binaural output—Part II: A two-
microphone adaptive system,’’ IEEE Trans. Speech Audio Process.5,
543–551.

Yellin, D., and Weinstein, E.~1994!. ‘‘Criteria for multichannel signal sepa-
ration,’’ IEEE Trans. Signal Process.42, 2158–2168.

Yellin, D., and Weinstein, E.~1996!. ‘‘Multichannel signal separation: Meth-
ods and analysis,’’ IEEE Trans. Signal Process.44, 106–118.

Yen, K., and Zhao, Y.~1996!. ‘‘Robust automatic speech recognition using a
multi-channel signal separation front-end,’’ Proc. ICSLP3, 1337–1340.

Yen, K., and Zhao, Y.~1997!. ‘‘Co-channel speech separation for robust
automatic speech recognition: Stability and efficiency,’’ Proc. ICASSP2,
859–862.

Yen, K., and Zhao, Y.~1998!. ‘‘Improvements on co-channel speech sepa-
ration using ADF: Low complexity, fast convergence, and generalization,’’
Proc. ICASSP2, 1025–1028.

1084 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Zhao et al.: Adaptive decorrelation filtering



Yen, K., and Zhao, Y.~1999a!. ‘‘Adaptive co-channel speech separation and

recognition,’’ IEEE Trans. Speech Audio Process.7, 138–151.

Yen, K., and Zhao, Y.~1999b!. ‘‘Adaptive decorrelation filtering for sepa-

ration of co-channel speech signals fromM.2 sources,’’ Proc. ICASSP2,

801–804.
Yen, K., and Zhao, Y.~2000!. ‘‘Lattice-ladder structured adaptive decorre-

lation filtering for cochannel speech separation,’’ Proc. ICASSP1,
388–391.

Zhao, Y. ~1993!. ‘‘A speaker-independent continuous speech recognition
system using continuous mixture Gaussian density HMM of phoneme-
sized units,’’ IEEE Trans. Speech Audio Process.1, 345–361.

Zhao, Y.~1996!. ‘‘Self-Learning Speaker and Channel Adaptation Based on
Spectral Variation Source Decomposition,’’ Speech Commun.18, 65–77.

1085J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 Zhao et al.: Adaptive decorrelation filtering



An overlapping-feature-based phonological model incorporating
linguistic constraints: Applications to speech recognition

Jiping Sun and Li Denga)

University of Waterloo, Waterloo, Ontario N2L3G1, Canada

~Received 9 July 2000; revised 21 December 2000; accepted 27 August 2001!

Modeling phonological units of speech is a critical issue in speech recognition. In this paper, our
recent development of an overlapping-feature-based phonological model that represents long-span
contextual dependency in speech acoustics is reported. In this model, high-level linguistic
constraints are incorporated in automatic construction of the patterns of feature-overlapping and of
the hidden Markov model~HMM ! states induced by such patterns. The main linguistic information
explored includes word and phrase boundaries, morpheme, syllable, syllable constituent categories,
and word stress. A consistent computational framework developed for the construction of the
feature-based model and the major components of the model are described. Experimental results on
the use of the overlapping-feature model in an HMM-based system for speech recognition show
improvements over the conventional triphone-based phonological model. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1420380#
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I. INTRODUCTION

Modeling phonological units of speech, also referred to
as pronunciation or lexicon modeling, is a critical issue in
automatic speech recognition. Over the past several years,
we have been studying this issue from the perspective of
computational phonology, motivated by some recent versions
of nonlinear phonology.1,2 The computational framework de-
veloped is based on subphonemic, overlapping articulatory
features where the rule-governed overlap pattern is described
mathematically as a finite-state automaton. Each state in the
automaton corresponds to a feature bundle with normalized
duration information specified.3,4 In this paper, we report our
new development of the feature-based phonological model
which incorporates high-level linguistic~mainly prosodic!
constraints for automatic construction of the patterns of fea-
ture overlapping and which includes new implementation of
the model. We also report positive results of experiment on
use of the feature-based model as the HMM-state topology
generator for speech recognition.

In our feature-based phonological model, patterns of
feature overlapping are converted to an HMM state-
transition network. Each state encodes a bundle of overlap-
ping features and represents a unique, symbolically coded
articulatory configuration responsible for producing speech
acoustics based on that configuration. When the features of
adjacent segments~phonemes! overlap asynchronously in
time, new states are derived which model either the transi-
tional phases between the segments or the allophonic alter-
nations caused by the influence of context. Since feature
overlapping is not restricted to immediately neighboring seg-
ments, this approach is expected to show advantages over the
conventional context-dependent modeling based on diphones
or triphones. Use of diphone or triphone units necessarily
limits the context influence to only immediately close neigh-
bors, and demands a large amount of training data because of

the large number of the units~especially triphone units! com-
binatorially generated. Such a drawback is completely elimi-
nated in the overlapping-feature-based model described in
this paper.

The feature-based phonological model and the conven-
tional, triphone-based model currently most popular in
speech recognition5 are alternative ways of representing
words in the lexicon and their pronunciation using HMM
states. Their differences can be likened to ‘‘atomic’’ units
versus ‘‘molecular’’ units—fine versus coarse scales in rep-
resenting the fundamental building blocks of speech utter-
ances. Consequences of such a disparity are that the
feature-based model provides the long-span context-
dependency modeling capability while the triphone model
provides only the short-span one, and that the feature-based
model is much more parsimonious and economical in lexical
representation than the triphone model. This latter advantage
is due to the fact that several distinct phones may share com-
mon features while feature overlapping concerns only the
spreading of such features with no identity changes. As a
result, the triphone model has much greater training-data re-
quirements than the feature-based model for speech recog-
nizer construction.

The feature-based model further permits construction of
language-independent recognition units and portability of
speech recognizers from one language to another in a prin-
cipled way,6 while the triphone model is not able to do the
same. This is because articulatory features are commonly
shared by different languages and play important mediating
roles in mapping the underlying, perceptually defined phono-
logical units to surface acoustic forms. A feature-overlapping
model defined by general articulatory dynamics can poten-
tially generate all possible transitory and allophonic states
given canonical articulatory descriptions of phonemes and
continuous speech contexts. The task of a training process
against a particular language, on the other hand, is to deter-
mine a subset of feature bundles employed by the language
so that the underlying units can be correctly ‘‘perceived’’ bya!Current address: Microsoft Research, Redmond, WA 98052.
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the listener in terms of feature-bundle sequences. Therefore,
feature bundles derived from context-induced overlapping
can form a universal set for describing all sounds in all lan-
guages at a mediating level between acoustic signals and the
lexical units. The main challenge for developing the feature-
based phonological model is its implementation complexity,
which is the main focus of this paper. To what extent the
feature bundles obtained from one language’s data is shared
by another language is both a theoretical topic as well as an
empirical issue, and demands further study beyond the scope
of this paper.

In our previous work, the feature overlapping rules were
constructed based only on the information about the pho-
neme ~i.e., segment! identity in each utterance to be
modeled.3,7,8 It is well established1,2,9,10that a wealth of lin-
guistic factors beyond the level of phoneme, in particular
prosodic information~syllable, morpheme, stress, utterance
boundaries, etc.!, directly controls the low-level feature over-
lapping. Thus, it is desirable to use such high-level linguistic
information to control and to constrain feature overlapping
effectively. As an example, in pronouncing the worddisplay,
the generally unaspirated /p/ is constrained by the condition
that an /s/ precedes it in the same syllable onset. On the other
hand, in pronouncing the worddisplace, dis is a morphologi-
cal unit of one syllable and the /p/ in the initial position of
the next syllable subsequently tends to be aspirated.

In order to systematically exploit high-level linguistic
information for constructing the overlapping-feature-based
phonological model in speech recognition, we need to de-
velop a computational framework and methodology in a
principled way. Such a methodology must be sufficiently
comprehensive to cover a wide variety of utterances~includ-
ing spontaneous speech! so as to be successful in speech
recognition. Development of such a methodology is the ma-
jor thrust of the research reported in this paper.

II. A GENERAL FRAMEWORK OF FEATURE
OVERLAPPING

A. Use of high-level linguistic constraints

Our general approach to pronunciation modeling is
based on the assumption that high-level~e.g., prosodic! lin-
guistic information controls, in a systematic and predictable
way, feature overlapping across feature dimensions through
long-span phoneme sequences. The high-level linguistic/
prosodic information used in the current implementation of
the feature-based model for constraining feature overlapping
includes

~i! Utterance, word, morpheme, and syllable boundaries.
~Syllable boundaries are subject to shifts via resyllabi-
fication.!

~ii ! Syllable constituent categories: onset, nucleus, and
coda.

~iii ! Word stress and sentence accents.

Morpheme boundary and syllabification are key factors
in determining feature overlapping across adjacent pho-

nemes. For example, aspiration of voiceless stops indis-
place and in mis-placeversus nonaspiration of the stop in
di-splayare largely determined by morpheme boundary and
syllabification in these words. In the former case, overlap-
ping occurs at the larynx tier~see Sec. II B for the definition
of articulatory feature tiers!. Utterance and word boundaries
condition several types of boundary phenomena. Examples
of the boundary phenomena are glottalized word onset and
breathy word ending at utterance boundaries, and the affri-
cation rule at word boundaries~e.g., compareat right with
try!.11 Likewise, association of a phoneme with its syllable
constituent influences pronunciation in many ways. For ex-
ample, stops are often unreleased in coda but not so in onset.
An example of the effect of word-stress information on fea-
ture overlapping is the alveolar-flap rule, which only applies
to the contextual environment where the current syllable is
unstressed and the preceding syllable is stressed within the
same word.

This kind of high-level linguistic constraint is applied to
our framework through a predictive model which parses the
training sentences into accent groups at the sentence level
and syllabic components at the lexical level. The accent
group identification is mainly through part-of-speech tagging
information. The syllabic component identification is mainly
through a context-free grammar parser based on rules of syl-
lable composition by phonemes~see Appendix A!. After this
analysis, a sentence is represented by a sequence of symbolic
vectors, each containing the phoneme symbol and its syl-
labic, boundary, and accent information which governs the
pronunciation of each phoneme in continuous speech. For
example, the utterance ‘‘The other one is too big’’ will be
represented as

@dh ons ub# ~ons5 syllable onset, ub5 utterance beginning!
@iy nuc we ust# ~nuc5 syllable nucleus, we5 word end, ust

5 unstressed!
@ah nuc wb# ~wb 5 word beginning!
@dh ons#
@ax nuc we ust#
@w ons wb#
@ah nuc ust#
@n cod we# ~cod 5 syllable coda!
@ih nuc wb ust#
@s cod we#
@t ons wb#
@uw nuc we str# ~str 5 stressed!
@b ons wb#
@ih nuc str#
@g cod ue# ~ue 5 utterance end!.

In the above and throughout this paper, we use the AR-
PAbet symbols to represent phonemes. In the later part of the
paper we will explain how high-level information constrains
feature overlapping, and thus influences speech recognition
model building.

B. Feature specification for American English

We use a consistent feature-specification system for
transforming segment symbols to feature bundles, which is
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carried out after syllable parsing and before the application
of feature overlapping rules. This system is characterized by
the following key aspects:

~i! Five feature tiers are specified, which are: lips,
tongue-blade, tongue-dorsum, velum, and larynx.

~ii ! The feature specification of segments is context inde-
pendent; it shows canonical articulatory properties
coded in symbolic forms.~The total repertoire of the
feature values we have designed is intended for all
segments of the world languages. For a particular lan-
guage, only a subset of the repertoire is used.!

~iii ! Open ~underspecified! feature values are allowed in
the feature specification system. These underspecified
feature values may be partially or fully filled by tem-
porally adjacent~specified! features during the rule-
controlled feature-overlapping process.

The feature specification system we have worked out for
American English has the following specific properties. A
total of 45 phonemes is classified into 8 categories: stops,
fricatives, affricates, nasals, liquids, glides,~monophthong!
vowels, and diphthongs. Each phoneme is specified with a
five-dimensional feature bundle, corresponding to the five
articulators: lips, tongue-blade, tongue-body, velum, and lar-
ynx. The values for each dimension are symbolic, generally
concerning the place and manner of articulation~which are
distinct from other phonemes! for the relevant articulator.
The feature values for any~canonically! irrelevant articulator
are underspecified~denoted by the value ‘‘0’’!.

Continue with the above example. After the phonemes
are replaced by articulatory features@before overlapping#, the
utterance ‘‘The other one is too big’’ becomes~the explana-
tions of the prosodic symbols are given in the example in
Sec. II A!:

@dh~0 ClsDen 0 0 V1! ons ub# ~ClsDen5 dental closure,
V1 5 voiced!

@iy~0 0 D.iy 0 V1! nuc we ust# ~D.iy 5 tongue dorsum
position of /iy/!
@ah~0 0 D.ah 0 V1! nuc wb#
@dh~0 ClsDen 0 0 V1! ons#
@ax~0 0 D.ax 0 V1! nuc we ust#
@w~Rnd.u 0 D.w 0 V1! ons wb# ~Rnd.u5 lip rounding of

/u/!
@ah~0 0 D.ah 0 V1! nuc ust#
@n~0 ClsAlv 0 N1 V1! cod we# ~ClsAlv 5 alveolar closure,

N1 5 nasal!
@ih~0 0 D.ih 0 V1! nuc wb ust#
@s~0 CrtAlv 0 0 V2! cod we# ~CrtAlv 5 alveolar critical,

V2 5 unvoiced!
@t~0 ClsAlv 0 0 V2! ons wb#
@uw~Rnd.u 0 D.uw 0 V1! nuc we str#
@b~ClsLab 0 0 0 V1! ons wb# ~ClsLab5 labial closure!
@ih~0 0 D.ih 0 V1! nuc str#
@g~0 0 ClsVel 0 V1! cod ue# ~ClsVel 5 velum closure!

Some further detail is given here on the featural repre-
sentation of the segments. Generally, we use a single feature
bundle to represent a segment in its canonical state. This, to
some extent, ignores some finer structures. For example, the

stops have at least two distinctive phases: the closure phase
and the release phase. To account for this, finer structures are
needed and they are modeled by the derived feature bundles.
For instance, the release phase of the stops is represented by
a derived feature bundle between the stop and an adjacent
segment. The derived feature bundle for the release phase
still contains such a feature as ClsAlv~e.g., for /t/! or ClsLab
~e.g., for /p/!, but it is understood differently as will be illus-
trated in the examples of Sec. II D.

C. A generator of overlapping feature bundles

An overlapping feature bundle generator is a program
which ~1! scans the input sequence of feature bundles with
high-level linguistic information;~2! matches them to corre-
sponding overlapping rules;~3! executes overlapping~or
mixing! operations specified in the overlapping rules during
two separate, leftward-scan and rightward-scan processes;
the execution starts from the right-most phoneme for the
leftward-scan process, and it starts from the left-most pho-
neme for the rightward-scan process; and~4! integrates the
results of leftward-scan and rightward-scan to produce a
state-transition network. A block diagram of the overlapping
feature bundle generator is shown in Fig. 1.

Our feature-overlapping rules contain two types of infor-
mation ~or instruction!: possibility information and con-
straint information. The possibility component specifies
which features can overlap and to what extent, regardless of
the context. The constraint component specifies various con-
texts to constrain feature overlapping. Below, we give some
examples of possibility and constraint.

~i! Possibility of velum feature overlapping: A velum
lowering feature can spread left and right to cause the
phenomenon of nasalization in some phones, such as
vowels.

~ii ! Possibility of lip feature overlapping: A lip-rounding
feature can spread mainly to the left to cause the phe-
nomenon of lip-rounded allophones.

~iii ! Possibility of tongue-body feature overlapping: A
tongue-body feature can spread to cause such phe-
nomenon in stops as advanced or retracted tongue
body closures~as in /g iy/ versus /g uh/!.

FIG. 1. The overlapping feature bundle generator.

1088 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 J. Sun and L. Deng: Phonological model: recognition



~iv! Possibility of larynx feature overlapping: A voicing/
unvoicing feature can spread to cause such phenom-
ena as voiced/unvoiced allophones.

~v! Possibility of tongue-tip feature overlapping: The
tongue-tip feature of /y/ can spread into the release
phase of a stop to cause the phenomenon of palatal-
ization ~as in ‘‘did you’’!.

~vi! Constraint rule: A stop consonant blocks feature
spreading of most features, such as lip feature, larynx
feature, etc.

~vii ! Constraint rule: A vowel usually blocks tongue-body
features from spreading through it.

The above spreading-and-blocking model can account
for many types of pronunciation variation found in continu-
ous speech. But, there are some other common phenomena
that cannot be described by feature spreading only. The most
common among these are the reductive alternation of vowels
~into schwa! and consonants~flapping, unreleasing, etc.!.
Therefore, our model needs to include a control mechanism
that can utilize high-level information to ‘‘impose’’ feature
transformation in specific contexts. We give some examples
below.

~i! Context-controlled transformation: A stop consonant
undergoes a flap transformation in such contexts as:
@V stressed# * @V unstressed# ~where ‘‘* ’’ marks the
position of the consonant in question!.

~ii ! Context-controlled transformation: A stop consonant
deletes its release phase in a coda position.

~iii ! Context-controlled transformation: A vowel under-
goes a schwa transformation in an unstressed syllable
of an unaccented word in the utterance.

The output of the generator is a state-transition network
consisting of alternative feature bundle sequences as the re-
sult of applying feature-overlapping rules to an utterance.
This structure directly corresponds to the state topologies of
hidden Markov models of speech. Each distinctive HMM
state topology can be taken as a phonological representation
for a word or for a~long-span! context-dependent phone. The
HMM parameters, given the topology, are then trained by
cepstral features of the speech signal. In the following sub-
section, we give two examples of applying the feature-
overlapping rules~details will be presented in Sec. III!, and
show the results in the form of the constructed overlapping
feature bundles.

D. Examples: feature bundles generated by applying
feature-overlapping rules

We present two examples to illustrate typical applica-
tions of the feature-overlapping rules utilizing high-level lin-
guistic information before details of the rules are formally
described. The first example shows how the wordsdisplay
anddisplaceare endowed with different feature structures in
the stop consonant /p/, despite the same phoneme sequence
embedding the /p/. The difference is caused by different syl-
lable structures. After syllable parsing and feature overlap-

ping, the results in feature bundles, accompanied by the
spectragrams of the two words, are shown in Fig. 2. Due to
different syllable structures:~/d ih s • p l ey s/ versus /d ih•
s p l ey/!, different overlapping rules are applied. This simu-
lates the phonological process in which the phoneme /p/ in
displacetends to be aspirated but indisplayunaspirated.

The two relevant feature bundles are shown in the figure
by the dashed vertical lines. The difference lies in the voicing
feature at the larynx feature tier. The aspiration is indicated
by a V feature in the feature bundle of the worddisplace
between /p/ and /l/. Phonologically, this is called delayed
voicing in the onset of /l/. In the model, this is realized
through asynchronous leftward spreading of the tongue blade
and larynx features of /l/, which overlap with the features of
/p/.

The second example~Fig. 3! shows the wordstrong,
which contains several feature overlaps and mixes.~Feature
mixes are defined as feature overlaps at the same feature
tier!. Some of them have variable durations~in lip rounding
and nasalization!, represented by the dashed boxes. Such
variability in the duration of feature overlapping gives rise to
alternative feature-bundle sequences. By merging identical
feature bundles, a network can be constructed, which we call
the ‘‘state-transition network.’’ Each state in the network cor-
responds to a feature bundle. The network constructed by the
overlapping feature-bundle generator for the wordstrong is
shown in Fig. 4, where each state is associated with a set of
symbolic features. The branches in the network result from
alternative overlapping durations specified in the feature
overlapping rules.

Generally, a derived feature bundle with overlapping
features from adjacent segments represents a transitional
phase ~coarticulation! between phonemes in continuous
speech. Overlapping in real speech can pass several pho-
nemes and our feature-overlapping model effectively simu-
lates this phenomenon. For example, instrong /s t r aong/,
the lip-rounding feature of /r/ can spread through /t/ to /s/,
and the nasal feature of /ng/ can also pass through /ao/ to /r/,
as is shown in Fig. 3. This ability to model long-span pho-
netic context is one of the key characteristics of this model.

III. IMPLEMENTATION OF THE
FEATURE-OVERLAPPING ENGINE

A. The demisyllable as the organizational unit in
formulating feature-overlapping rules

Based on the information obtained by the syllable parser
and the feature specification~including underspecification!
of phonemes, demisyllables are constructed, which are oper-
ated upon by the feature-overlapping rules~formally defined
below! to generate transition networks of feature bundles. A
demisyllable in our system is a sequence of broad phoneme
categories encompassing the phonemes in either syllable-
onset plus nucleus, or nucleus plus syllable-coda formations,
together with high-level linguistic information. When a syl-
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lable has no onset or coda consonants, that demisyllable will
be only a vowel. The broad phonetic categories we have used
are defined as follows:

V—vowel,
GLD—glide,
LQD—liquid,
NAS—nasal,
AFR—affricate,
FRI1—voiced fricative,
FRI2—voiceless fricative,
STP1—voiced stop,
STP2—voiceless stop.

Other elements included in a demisyllable are related to
the higher-level linguistic information. These include

ons—syllable onset,

nuc—syllable nucleus,
cod—syllable coda,
ub—utterance beginning,
ue—utterance end,
wb—word beginning,
we—word end,
str—stressed syllable in the utterance,
ust—unstressed syllable.

For instance, the demisyllables of the utterance ‘‘The
other one is too big,’’ including high-level linguistic informa-
tion, are as follows:

@FRI1 ons ub# @V nuc we ust# ~dh-iy!
@@V, nuc, wb## ~ah!
@FRI1 ons# @V nuc we ust# ~dh-ax!
@GLD ons wb# @V nuc ust## ~w-ah!

FIG. 2. Feature overlaps for wordsdisplay ~upper panel! anddisplace~lower panel!.
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@V nuc ust# @NAS cod we## ~ah-n!
@V nuc wb ust# @FRI2 cod we# ~ih-s!
@STP2 ons wb# @V nuc we str# ~t-uw!
@STP1 ons wb# @V nuc str## ~b-ih!
@V nuc str# @STP1 cod ue# ~ih-g!.

Demisyllables split a full syllable~one with both onset

and coda consonants! into two halves. The purpose of this
splitting is to make a small set of units for practical rule
development. Contextual constraints specified in the phono-
logical rules are defined on the demisyllables. After parsing
all 6110 words in theTIMIT corpus dictionary, we obtained
291 distinct word-based demisyllables~that is, without speci-

FIG. 3. Feature overlaps and mixes for wordstrong.

FIG. 4. State-transitional graph for
word strong.
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fying utterance boundaries and utterance accents, which can
be included in later rule development!. This is a compact set,
facilitating the development of the overlapping rule system
which we now describe in detail.

B. Overlapping phonological rule formulation

This subsection gives a detailed description of the pho-
nological rules for articulatory feature overlapping. Appen-
dix B presents a logical basis of our feature-overlapping sys-
tem in the form of a temporal logic. This logic is based on
autosegmental and computational phonological theories, pre-
sented in Refs. 12, 1, 2 and elsewhere. The phonological
rules have been formulated systematically based on the be-
havior of articulatory features, especially under the influence
of high-level linguistic structures. The phonological rules are
used to map any utterance from its demisyllable representa-
tion into its corresponding feature bundle network~i.e., the
state transition graph!.

The data structure of feature-overlapping rules consists
of ‘‘overlapping patterns’’ and ‘‘overlapping operators.’’
Each overlapping pattern is defined with respect to a demi-
syllable and contains the names of a number of overlapping
operators. The demisyllable, as illustrated in the last subsec-
tion, contains both segmental information~broad phonetic
categories! and high-level linguistic information~boundaries,
accents, and syllable constituents!. The construction of over-
lapping patterns starts from the 291 word-based demisyl-
lables. Based on the temporal logic and particular phonologi-
cal knowledge concerning coarticulation and phonetic
alternations, necessary boundary and accent requirements are
added. Further, a number of overlapping operators’ names
are added to form an overlapping pattern. Each operator cor-
responds to a broad phonetic category in the demisyllable.

The overlapping operators are defined on the phonemes
based on phonological theory, describing how their articula-
tory features may overlap in speech. When an overlapping
pattern is applied, an operator name will point to the actual
definition, which then is applied to the corresponding pho-
neme matching a broad phonetic category. One definition of
an operator may be pointed to by more than one overlapping
pattern. Thus, the overlapping operators realize the possibili-
ties while the overlapping patterns realize the constraints on
the possibilities.~The concepts of possibility and constraint
were discussed in Sec. II C.!

Let us denote a broad phone category in a demisyllable
by DSC~standing for demisyllable constituent!; then, a pho-
nological rule is described by a list of DSCs in a demisyl-
lable, together with all possible operators allowed to operate
on each DSC. The overall data structure of a phonological
rule is in this form

@DSC21: operator1.1, operator1.2, operator1.3 . . .

~high-level information!#

@DSC22: operator2.1, operator2.2, operator2.3 . . .

~high-level information!#

@DSC23: operator3.1, operator3.2, operator3.3 . . .

~high-level information!#

••• .

An operator describes how feature overlapping could
happen on different articulatory tiers, as is described in pho-
nological theory, such as ‘‘lip rounding,’’ ‘‘jaw lowering,’’
‘‘palatalization,’’ etc. Each operator consists of four compo-
nents:~1! action;~2! tier specification;~3! feature-value con-
straint; and~4! relative timing. Below we discuss each of
these components. First, there are three choices for describ-
ing an action

~i! L or R: For leftward~look-ahead! or rightward~carry-
over! feature spread from an adjacent phoneme onto
an underspecified tier of the phoneme.

~ii ! M or N: For leftward or rightward mixture of a fea-
ture from an adjacent phoneme on the same tier.

~iii ! S: For substitution of a feature value by a different
feature value.

Second, a tier indicator specifies at which feature tier an
action takes place. A tier indicator is given by an integer as
follows:

~1! the lips tier,
~2! the tongue-blade tier,
~3! the tongue-dorsum tier,
~4! the velum tier,
~5! the larynx tier.

Third, a value constraint can optionally be given to
stipulate that a feature spread from an adjacent phoneme
must have a specified value. If this value constraint is not
given, the default requirement is that on this tier of an adja-
cent phoneme there must be a specified feature in order for
the operator to be applicable.

Fourth, a relative-timing indicator is used to specify the
temporal extent of a feature spreading. In the current imple-
mentation of the model, we use four relative-timing levels:
25%, 50%, 75%, and 100%~full ! with respect to the entire
duration of the phoneme.

The reader may wonder how long-span effects are real-
ized in this model. This is realized by full~100%! feature
spreading. Once an adjacent phoneme’s feature is spread to
the entire duration of the current phoneme, that feature is
visible to the adjacent phoneme on the other side and may
spread further. For example, a nasal feature from a right ad-
jacent phoneme may be allowed to spread to the full duration
of a vowel. The phoneme to the left of the vowel can ‘‘see’’
this feature and may allow it to spread into itself. This is the
mechanism used by the model to pass a feature over several
phonemes until it is blocked.

The naming of an operator follows a syntax which re-
flects its internal definition. The syntax for an operator name
is given as

Operator2NameªOpN1@@N1#

Nª1u2u3u4u5,

where the numbers after ‘‘Op’’ reflect the tier indicators in
the definition, and the optional numbers after the symbol @
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stands for the tiers at which feature-value constraints are im-
posed.

A phoneme can be given a number of operators.
Whether an operator is allowed to apply to a phoneme de-
pends on whether it is listed in a DSC of an overlapping
pattern. Furthermore, whether an operator listed in an DSC
can be fired or not depends on if the conditions in the opera-
tor definition are met. For example, for the operator with the
name Op2 to fire, the second tier of the adjacent phoneme
must have a specified feature value. As another example, for
the operator of the name Op12@2 to fire, the adjacent pho-
neme~whether it is to the left or right depends on the action
type of the operator! must have specified features at tier 1
and 2 and the feature value at tier 2 must match the value
specified in its definition.

As an illustration, Fig. 5 shows the result of applying an
operator named Op125@15 to the feature bundle of /t/ when
it is followed by /r/. The operator is defined as

~125@15, tier_1.L.rnd, tier_2.M, tier_5.L.V1,

time:~0.5,0.25,0.25;1,0.25,0.25!!.

According to this definition, the three tiers of the phoneme—
lips ~1!; tongue-blade~2!; and larynx~5! have actions M or
L. Tiers 1 and 5 constrain the spreading feature values as
rnd andV1 that come from a right neighbor. There are two
alternative timing specifications ~0.5,0.25,0.25! and
~1,0.25,0.25!. Feature spreading at the three tiers will enter
the feature bundle of /t/ in two possible ways:~1! Lips fea-
ture spreading to 50% of the entire duration, and tongue-
blade and larynx features spreading to 25%, or~2! Lips fea-
ture spreading to the entire duration and the tongue-blade
and larynx feature spreading to 25%. As a consequence, two
new feature bundles are derived. The two possible ways for
state transitions are shown in Fig. 5, which is automatically
derived by a node-merging algorithm accepting parallel state
sequences. Note how long-distance feature overlapping can
be realized by the rule mechanism: Once a feature spreading
covers an entire duration, this feature will be visible to the
next phoneme. Now, we give an example of a phonological
rule, which is defined on the demisyllable with high-level
linguistic structure

@FRI2 ons wb# @STP2 ons# @LQD ons# @V nuc str#.

This demisyllable can match the first four phonemes of the
word strong. This rule is expressed as

@FRI2 ~Op2, Op3, Op13@1! ons wb#

@STP2~Op2, Op125@15! ons#

@LQD ~Op3, Op34@4! ons#

@V ~Op3, Op34@4! nuc str#.

Each DSC in this rule is given a number of operators
which can operate on the phonemes that are matched by the
demisyllable. Notice the high-level linguistic structures~ons,
wb, etc.! which constrain the application of the rule to cer-
tain prosodic context. In the current implementation of the
feature-based model, we have the following operator inven-
tory which consists of a total of 26 operators defined for the
44 English phonemes for the leftward scanning. A corre-
sponding set of operators for rightward scanning is similarly
defined. We list the leftward operators as follows:

~1! (Op1,1.M,(0.25)) ~transitional phase!
~2! (Op1,1.L,(0.25))
~3! (Op2,2.M,(0.25))
~4! (Op2,2.L,(0.25))
~5! (Op3,3.M,(0.25))
~6! (Op3,3.L,(0.25))
~7! (Op5,5.S,()) ~glottal substitution!
~8! (Op2,2.S,()) ~tongue-blade substitution!
~9! (Op4,4.L.N+,(0.5;1)) ~nasalization!
~10! (Op12@1,1.L.rnd,2.M,(0.5,0.25;1,0.25))

~transition with lip rounding!
~11! (Op13@1,1.M.rnd,3.L,

(0.5,0.25;0.25,0.25))
~12! (Op13@1,1.L.rnd,3.M,(0.5,0.25;1,0.25))
~13! (Op13@1,1.L.rnd,3.L,(0.5,0.25;1,0.25))
~14! (Op14@4,1.L,4.L.N+,(0.25,0.5;0.25,1))

~transition with nasalization!
~15! (Op24@4,2.L,4.L.N+,(0.25,0.5;0.25,1))
~16! (Op34@4,3.M,4.L.N+,(0.25,0.5;0.25,1))
~17! (Op23@2,2.S.TapAlv,3.L,

(0.25,0.75;1,0.25))
~18! (Op34@4,3.M,4.l.N+,(0.25,0.5;0.25,1))
~19! (Op34@4,3.L,4.L.N+,(0.25,0.5;0.25,1))
~20! (Op35@5,3.M,5.L.V+,(0.25,0.25)) ~transi-

tion with unaspiration!
~21! (Op35@5,3.L,5.L.V+,(0.25,0.25))
~22! (Op125@15,1.L.rnd,2.M,5.L.V+,

(0.5,0.25,0.25;1,0.25,0.25)) ~more com-
binations!

~23! (Op134@14,1.M.rnd,3.L,4.L.N+,
(0.5,0.25,0.5;0.5,0.25,1;1,0.25,0.5))

~24! (Op134@14,1.L.rnd,3.L,4.L.N+,
(0.5,0.25,0.5;0.5,0.25,1;1,0.25,0.5))

~25! (Op135@15,1.M.rnd,3.L,5.L.V+,
(0.5,0.25,0.25;1,0.25,0.25))

~26! (Op135@15,1.L.rnd,3.L,5.L.V+,
(0.5,0.25,0.25;1,0.25,0.25))

FIG. 5. Results of applying operator Op125@15 to /t/ before /r/ and the
corresponding state-transition graph of /t/.

1093J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 J. Sun and L. Deng: Phonological model: recognition



To illustrate the use of overlapping phonological rules
and how high-level linguistic information is incorporated, we
demonstrate with the example utterance ‘‘a tree at right’’~the
corresponding phoneme sequence is /ax t r iy ae t r ay t/!.
After prosodic processing, where part-of-speech tagging and
shallow syntactic parsing is used for deriving the boundary
and accent information, and following syllable parsing, the
utterance is represented by a sequence of demisyllables

~1! @V nuc ub ust# ~ax!
~2! @STP2 ons wb# @FRI1 ons# @V nuc we str# ~t-r-iy!
~3! @V nuc wb ust# @STP2 cod we# ~ae-t!
~4! @FRI1 ons wb# @V nuc str# ~r-ay!
~5! @V nuc str# @STP2 cod ue# ~ay-t!.

Each demisyllable is matched by a phonological rule.
The overlapping operators in each DSC are tried for firing. If
the conditions are met, an operator is fired to derive feature
bundles. During the derivation process, segment and word
boundaries are recorded to ‘‘cut up’’ the derived network into
word networks or phone networks, which are used to build
word- or phone-based hidden Markov models.

In this example, we illustrate the use of syllable infor-
mation to realize the ‘‘affrication rule’’ discussed earlier in
Sec. II A. The utterance’s wave form, spectrogram, and rel-
evant features concerning the use of the affrication rule are
shown in Fig. 6. To realize the affrication rule, the phono-
logical rule matching the second demisyllable:@STP2 ons
wb# @FRI1 ons# @V nuc we str# will have its first DSC as-

signed an operator:@Op2,2.L,~0.25!# which allows feature
overlapping on the tongue-blade tier. The overlapping pho-
nological rule matching the third demisyllable, on the other
hand, will not assign this operator to the second DSC:@STP2
cod we#, blocking affrication.

As another example of applying high-level linguistic in-
formation, consider the use of a substitution action in an
operator at utterance beginning. For the above utterance, a
rule matching the first demisyllable:@V nuc ub ust# can have
an operator with a glottal substitution action:@Op5, 5.S.?,~!#.
This simulates an utterance with a glottal stop at the outset.
Similarly, an unreleased stop consonant at the end of a word
or an utterance can be simulated by the phonological rule
mechanism as well.

We have illustrated how ‘‘possibilities’’ and ‘‘con-
straints’’ can be implemented by the overlapping patterns and
operators. With each DSC within a rule there may be a num-
ber of operators available for firing. When more than one
operator can be fired, it is the more specific ones that are
fired first. Depending on how complex we expect the gener-
ated network to be, the system is able to control how many
operators are carried out.

IV. SPEECH RECOGNITION EXPERIMENTS

In this section we describe the speech recognition ex-
periments using the phonological rules and the generator of

FIG. 6. Use of phonological rules and high-level linguistic information.
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overlapping feature bundles described earlier in this paper.
Our experiments are carried out using theTIMIT speech da-
tabase and the tasks are both~continuous! word and phone
recognition. Our preliminary experimental results show that
this feature-based approach is a promising one with a num-
ber of new directions for future research.

A. Automatic creation of HMM topology with feature-
bundle states

The feature-based speech recognizer we have con-
structed uses a special HMM topology to represent pronun-
ciation variability in continuous speech. The variability is
modeled by parallel feature-bundle state sequences as a re-
sult of applying the phonological rules to the canonical pho-
neme representations. The HMM topology is created auto-
matically by rules, one for each word. Details of this process
have been provided in Sec. III and we summarize this pro-
cess as the following six steps for theTIMIT corpus:

~1! Parse each phoneme string in a sentence into a syllable
sequence, and further into a demisyllable sequence with
prosodic structure;

~2! Match the demisyllable sequence to a sequence of corre-
sponding feature-overlapping patterns;

~3! Select the relevant feature-overlapping operators~de-
fined in the feature-overlapping pattern! for each pho-
neme according to its featural context in the sentence;

~4! Apply the operators in the order from most specific to
most general, with complexity control;

~5! Generate a full set of overlapped or mixed feature
bundles~and use them as the HMM states!, as the result
of the applications of feature-overlapping rules; and

~6! Generate state-transition graphs for all the words~and
sentences! in the TIMIT database based on the parallel
feature-bundle transition paths.

The last step creates the feature-based pronunciation
models in the form of word-HMMs for all 6110TIMIT words.
To show the parsimony of the feature-based approach, only
901 distinct HMM states~i.e., 901 distinct feature bundles!
were derived and used to represent these 6110 words, in
contrast to tens of thousands generated by the conventional
triphone approach. Furthermore, long-span context depen-
dence has been incorporated due to the application of long-
span feature-overlapping rules.

Given the HMM topology automatically created for each
word in TIMIT , we used theHTK tools to compute the speech
features~MFCC! and to train the continuous-density HMM
output-distribution parameters~means, variances, and mix-
ture weights! for all 901 unique feature bundles~HMM
states! using the training data inTIMIT . The HMMs trained
were then used to automatically recognize theTIMIT test-set
sentences, usingHTK VITERBI decoder~HVite tool!.

The training and recognition with network HMMs~see
Fig. 4!, which contain multipath graphs, is allowed by the
HTK tool as it is designed for experimenting with different
model structures including multipath topologies. We use the
global mean and variance from the entire data set to initialize
the models, and then use Baum–Welsh re-estimation to com-

pute the parameters specific to each state. The re-estimation
procedure~HERest tool! applied to the models avoids the
alignment problem as may occur with multipath structures
because of the following two reasons. First, all the states
which are derived from the same feature bundle are tied from
the beginning. Second, when a branch occurs in some model,
the alignment between data and alternative states is resolved
when there are similar data elsewhere in the corpus aligned
with a nonbranching state which is tied with one of the al-
ternative states.

B. Statistics in training and testing data

The TIMIT database used in our experiments consists of
630 speakers in 8 dialect regions, of which 462 are in the
training set and 168 are in the testing set. The sentences in
the training and the testing sets are disjointed, except for two
sentences which were spoken once by every speaker. The
training set contains 4620 sentences and the testing set 1680.
The training set contains 4890 distinct words and the testing
set 2375. Among the total 6110 words inTIMIT , 1155 words
occur in both the training and testing sets and 1220 words are
unique to the testing set~i.e., distinct from all words in train-
ing!.

The entire set ofTIMIT words ~training and testing sets!
gives rise to a total of 901 HMM states after the application
of the overlapping rules described in Sec. III. Among all the
901 states, the testing set contains 754 states, of which 717
states also occur in the training set. This shows the advantage
of the feature-based approach: in contrast to around 48%
sharing of words~1155 out of 2375!, the subphonemic,
feature-bundle sharing is over 95%~717 out of 754! for the
testing set. This means that with about 52% of the words
unseen in the training model, when it comes to feature-
bundle-based states, the unseen portion in the training set
drops to only about 5%. For the 37 states occurring uniquely
in the testing set, we synthesized them with the parameters of
the states obtained from the training set which have similar
features as the ‘‘unseen’’ states, using a feature vector simi-
larity metric.

In short, in contrast to words, the training and testing
sets differ less in terms of feature bundles. The 4890 words
in the training set account for 95% of feature bundles in the
words of the testing set, although they only account for 48%
of the words in the testing set.

C. Speech recognition results

Using the embedded estimation tool HERest in theHTK,
we trained the word-HMMs by direct tying. This means that
the 901 states were used for all the words from the very
beginning. Unlike the triphone training procedure, which un-
dergoes a separate state-tying process, the direct tying train-
ing was efficient in terms of both training time and memory
space requirements. We estimated single-Gaussian state
models twice. Then, the mixture number was increased
gradually to five, with one re-estimation for each increase.

This amounts to using the feature-overlapping model to
construct the word-level HMMs. Since the testing set has
half of the words distinct from that of the training set, these
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unseen word-HMM models are synthesized with state mac-
ros ~symbolic names pointing to the trained states!. We have
carried out speech recognition~decoding! experiments using
the HMMs, obtained by the above training procedure. De-
tails of the recognition performance are shown in Table I,
where the word error rate~WER! and sentence error rate
~Sent.ER!, as well as the word substitution~Sub!, deletion
~Del!, and insertion~Ins! rates, are shown as a function of the
dialect regions~Dial.Reg.! in the TIMIT database. The size of
the testing set in terms of the total number of test words and
sentences in each of the dialect regions is also listed. These
results are obtained on all the 1680 sentences in theTIMIT

testing set covering all eight dialect regions of American
English accents. A bigram language model was used, which
was derived from the whole set ofTIMIT prompt sentences,
with one-gram probabilities lowered to299. A five-Gaussian
mixture was used as the output distribution for each of the
901 feature bundle-based HMM states.

The efficiency of the feature-based system was evident
in the experiments. For example, the state set from the very
beginning was compact and the training time was also much
less compared to the triphone system, at the ratio of about
1/20.

In a further experiment, we used the data-driven state-
clustering functionality provided by theHTK toolkit in the
overlapping-feature framework with unified model topolo-
gies. We performed theTIMIT phone recognition task by us-
ing 39 three-state, left-to-right, no-skip phone models trained
as quinphones. Compared with triphones, a quinphone incor-
porates contexts of up to two phones to its left and right. This
gives the possibility of utilizing the predictions made by the
feature-overlapping model. The predictions were used to
form decision-tree questions for state tying.

The training set ofTIMIT database resulted in 64 230
context-dependent quinphones. The overlapping features ger-
minating from five-phone contexts were used in designing
decision-tree questions for state tying. The contexts that af-
fect the central phones through feature overlapping, as pre-
dicted by the model, form questions for separating a state
pool ~a technique of state tying with decision trees!. For
example, the nasal release of stop consonants in such con-
texts as /k aa t ax n/ and /l ao g ih ng/~the /t/ in the first
context and /g/ in the second context, influenced by /n/ and

/ng/! will induce questions for tying the third state of the
three-state model with the conditions expressed as*1ax2n,
*1ax2ng, etc.~‘‘2’’ is used here to separate the first- and the
second right context phones!. With the aid of such decision-
tree questions, the quinphone states were tied and re-
estimated. The testing result is compared with the triphone
baseline results for the 39-phone recognition defined in the
TIMIT database. This comparison is shown in Table II, where
both systems are used to recognize the same 1680 test utter-
ances that consist of a total of 53 484 phone tokens. The
results in Table II show that the feature-overlapping model
outperforms the conventional triphone model. The feature-
overlapping model is able to make meaningful predictions,
which lead to increase of the efficiency of model organiza-
tion and training process. Without this predictive model, it
would have been impossible to form meaningful state-tying
questions.

Our third experiment used phone-level HMMs to per-
form word recognition. This is done via a pronunciation dic-
tionary in which each word is represented by one or more
sequences of phone HMM models. We used four basic types
of predefined phone models, representing stop consonants,
other consonants, single vowels, and diphthongs, respec-
tively. The design of the HMM topologies is based on the
assumption that high-level linguistic structures can influence
the acoustic properties of the pronounced phonemes and this
is reflected in the model structures. The design of each of the
four types of phone models is given below.

~1! Stop consonants: Three HMM states, one skip from the
second state to the exit dummy state, modeling nonre-
lease of stop consonants, one skip from the first state to
the exit state, modeling a very short duration without
release. The loss of release phase is expected to occur
mainly in the coda position.

TABLE I. Continuous speech recognizer performance on words and tested on all 1680 sentences in theTIMIT

testing set. Feature-based phonological model is used to construct the word-level HMMs and bigram language
model is used for word recognition. Each feature-defined HMM state was trained with a five-Gaussian mixture
usingHTK.

Speech recognition decoding results
Dial. reg. No. sents No. words Corr % Sub Del Ins WER % Sent. ER %

1 110 964 89 48 55 10 12 36
2 260 2281 92 97 71 17 9 33
3 260 2271 92 94 77 20 9 31
4 320 2714 90 141 114 21 11 33
5 280 2438 88 175 116 25 13 40
6 110 966 91 51 27 14 10 35
7 230 1967 91 107 62 9 10 33
8 110 956 91 61 23 2 10 29
Total/Ave. 1680 14557 90 752 567 120 10 34

TABLE II. TIMIT phone recognition results: Triphone baseline versus
feature-overlapping model. The latter uses the feature-overlapping rules in
the decision-tree-based state-tying process of phone-level HMMs.

Phone recognition decoding results
System Correct % Accuracy %

Triphone~baseline! 73.90 70.86
Overlapping feature 74.70 72.95
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~2! Other consonants: Three HMM states, one skip from the
first state to the third state, modeling a short duration in
which the central state has no acoustic data, such as in
fast spontaneous speech when the whole duration is in-
fluenced by the left and right contexts.

~3! Monophthongs~single vowels!: Four HMM states. The
middle two states are in parallel. These two middle states
model stressed and unstressed phones, respectively, de-
pending on the sentential accent of the phone. One skip
from the first to the fourth state, modeling~optionally!
faster speech.

~4! Diphthongs: Five HMM states. The second and third
states are in parallel, modeling the stressed and un-
stressed phones, respectively, depending on the senten-
tial accent of the phone. One skip from the first to the
fifth state, modeling fast speech.

These models were first trained as monophones. Then,
they were expanded into quinphones and re-estimated in
their individual contexts. Next, their boundary states were
tied by decision-tree-based state tying. The decision-tree
questions were formed again by feature-based model predic-
tions. Finally, the models were re-estimated with increased
mixtures. The unseen quinphones were synthesized by the
HTK state-tying algorithm.

The difference of this framework from a triphone base-
line word recognition system lies in the topology design for
utilizing high-level linguistic information and the state-tying
questions used by decision trees. The results of testing with
theTIMIT database are shown in Table III. These results dem-
onstrate superior performance of the overlapping-feature-
based approach over the triphone-based one.

In this experiment, we used a bigram language model
similar to the one used in the first experiment. The only
difference is that the one-gram word probabilities were not
lowered, which accounted for the lower accuracy compared
to the first experiment.

V. SUMMARY AND DISCUSSION

We have reported our recent theoretical development of
an overlapping-feature-based phonological model which in-
cludes long-span contextual dependencies. Our most recent

implementation of the model and some speech recognition
experiments using theTIMIT data have been described. We
extended our earlier work3,4 by incorporating high-level lin-
guistic structure constraint in the automatic construction of
feature-based speech units. The linguistic information ex-
plored includes utterance and word boundaries, syllable con-
stituents, and word stress. A consistent computational frame-
work, based on temporal feature logic, has been developed
for the construction of the phonological model.

One use of the feature-based phonological model in au-
tomatic speech recognition, which is reported in this paper, is
to provide an HMM state topology for the conventional rec-
ognizers, serving as a pronunciation model that directly char-
acterizes phonological variability. We have built a feature-
based speech recognizer using theHTK toolkit for this
purpose, and the implemented recognizer is reported in detail
in this paper.

The overlapping-feature-based phonological model de-
scribed in this paper is a significant improvement upon a
number of earlier versions of the model. The earliest version
of the model automatically created an HMM topology based
on simple, heuristic rules to constrain feature overlaps.3 A
total of 1143 distinct HMM states are created for theTIMIT

sentences. When that model was used for the task of pho-
netic classification~TIMIT database!, the phone classification
accuracy of 72% was achieved using as little as one-tenth of
the full training data. The next version of the model im-
proved the phonological rules for constraining feature over-
laps, and interfaced the feature bundles with the HMM states
which are nonstationary~polynomial!.7,8 The new rules cre-
ated a total of 1209 distinct HMM states for theTIMIT sen-
tences. Evaluation onTIMIT phonetic recognition~N-best!
gave 74% phonetic recognition accuracy~and 79% correct
rate excluding insertion errors!. A further version of the
model abandoned all rules to constrain feature overlaps, and
allowed all features to freely overlap across the feature
tiers.13 This created an unmanageable number of distinct fea-
ture bundles which rendered the HMM recognizer untrain-
able. The solution to this problem as reported in Ref. 13 was
to use an automatic decision-tree clustering or tying algo-
rithm ~based on the acoustic clustering criterion! to reduce
the total number of distinct HMM states needed for reliable
HMM training. Evaluation onTIMIT phonetic recognition
showed the same performance as the decision-tree-clustered
triphone units. This demonstrated the weaknesses of using
acoustic information only without incorporating phonologi-
cal information.

The current version of the model presented in this paper
refocused on the phonological rules, and it differs from all
the previous versions of the model in the following signifi-
cant aspects:~1! It incorporates high-level~above phoneme
level! linguistic information which is used to control, in a
systematic and predictable way, the feature overlaps across
feature tiers through long-span phoneme sequences;~2! It
formulates the phonological rules in terms of actions of op-
erators which determine detailed behavior of feature over-
laps; and~3! It has been completely reimplemented inPRO-

LOG ~all the previous versions of the model were
implemented inC!.

TABLE III. TIMIT word recognition results: Triphone baseline versus
feature-overlapping model. The latter uses the feature-overlapping rules to
construct context-dependent phone-level HMMs incorporating high-level
linguistic constraints.

Speech recognition decoding results: Word correction and accuracy
Dial.
reg.

No.
sents

No.
words

Baseline
corr.

Baseline
acc.

Feature
corr.

Feature
acc.

1 110 964 81.98 80.42 82.92 81.88
2 260 2281 86.10 85.44 86.58 85.62
3 260 2271 85.78 85.16 86.35 85.78
4 320 2714 83.05 81.80 83.35 82.09
5 280 2438 80.31 79.16 80.84 79.61
6 110 966 85.92 85.51 85.20 84.47
7 230 1967 88.66 87.90 89.22 88.66
8 110 956 86.61 85.67 87.13 86.51
Total/Ave. 1680 14557 84.61 83.69 85.04 84.13
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The work reported in this paper initiates new efforts of
systematic development of feature-based pronunciation mod-
eling for automatic speech recognition. In this first stage of
the work, we successfully implemented the theoretical con-
structs in terms of rule formalisms and programs generating
state-transition graphs. The experimental results demon-
strated feasibility of the model in speech recognition appli-
cations. In our future work, intensive efforts will be devoted
to automatically acquiring more effective feature overlapping
rules and to developing more effective ways of building
speech recognition systems using feature-overlapping mod-
els. A data-driven feature-overlapping rule modification sys-
tem will also be developed to test precision of the feature
overlapping predictions and to automatically adjust the pre-
dicted articulatory feature bundles during the recognizer
training and decoding phases.
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APPENDIX A: A PARSER FOR ENGLISH SYLLABLE
STRUCTURE

The syllable structures of words are obtained by a recur-
sive transition network-based phonological parser,9 using a
pronunciation dictionary. The transition network is derived
from a set of context-free grammar~CFG! rules describing
the syllable structure of English words. The CFG rules are
obtained by reorganizing and supplementing several lists
found in Ref. 11. These rules have been tested for all 6110
words in theTIMIT dictionary. The CFG rules used for con-
structing the transition network are as follows:

Word → @Init-Onset# V @CvCluster# @Final-Coda#
Init-Onset→ C u p,l u p,r u p,w u p,y u b,l u b,r u b,w u b,y

u t,r u t,w u t,y u d,r u d,w u d,y u k,l u k,r u k,w u k,y u g,l u
g, r u g,w u g,y u f,l u f,r u f,y u v,l u v,r u v,y u th,r u th,w u th,y
u s,p u s,p,yu s,t u s,t,y u s,k u s,k,y u s,f u s,m u s,n u s,l u s,w
u s, y u s h,mu sh,l u sh,r u sh,w u hh,y u hh,w u m,y u n,y u
l,y u s,p,l u s,p,r u s,t,r u s,k,l u s,k,r u s,k,w

CvCluster→ @MidC# V @CvCluster#
MidC → MidC41 u MidC31 u MidC32 u MidC20 u MidC21

u C
MidC41 → C, s, C, C
MidC31 → s, C, Cu C, s, Cu Nas, Fri, Lqdu Nas, Stp, Gld,

u Nas, Obs, ru Lqd, Fri, Lqd u Lqd, Obs, ru Gld, Fri, Lqd
u Gld, Obs, ru Stp, Stp, Lqdu Stp, Stp, Gldu Stp, Fri, Lqd
u Fri, Stp, Lqdu Fri, Stp, Gld

MidC32 → Nas, Stp, Lqdu Nas, Stp, Nasu Nas, Stp, Friu
Nas, Stp, Stpu Nas, Stp, Afru Lqd, Fri, Stpu Lqd, Fri, Nas
u Lqd, Fri, Fri u Lqd, Stp, Stpu Lqd, Stp, Lqdu Lqd, Stp,
Fri u Lqd, Stp, Gldu Lqd, Stp, Afr u Fri, Fri, hh u r, C, C

MidC20 → p,l u p,r u p,w u p,y u b,l u b,r u b,w u b,y u t,r u t,w
u t,y u d,r u d,w u d,y u k,l u k,r u k,w u k,y u g,l u g,r u g,w

u g ,y u f,l u f,r u f,y u v,l u v,r u v, y u th,r u th,w u th, y u s,p
u s,t u s,k u s,f u s,m u s,n u s,l u s,w u s, y u sh,pu sh,mu sh,l
u sh,r u sh,w u hh,y u hh,w u m,y u n,y u l,y

MidC21 → C, C
Final-Coda→ C u p, th u t, th u d, th u d,s,t u k,s u k,t u k,s,th

u g, d u g , z u ch, t u jh, d u f, t u f, th u s, p u s, t u s, k u z,
d u m, p u m, f u n, t u n, d u n, ch u n, jh u n, th u n, s u n,
z u ng, k u ng, th u ng , z u l, p u l, b u l, t u l, d u l, k u l, ch
u l , jh u l, f u l, v u l, th u l, s u l, z u l , sh u l, m u l, n u l,p
u l,k,s u l,f,th u r, Stp u r,ch u r,jh u r,f u r,v u r,th u r,s u r,z u
r,sh u r,m u r,n u r,l

The phoneme type categories are C~consonants!, V ~vow-
els!, Nas ~nasals!, Gld ~glides!, Fri ~fricatives!, Afr ~affri-
cates!, Obs ~obstruents!, Stp ~stops!, Lqd ~liquids!. The
MidC categories are used for assigning word-internal conso-
nant clusters to either the previous syllable’s coda or the next
syllable’s onset according to one of the following four pos-
sibilities:

MidC41—1 coda consonants, 3 onset consonants,
MidC31—1 coda consonants, 2 onset consonants,
MidC32—2 coda consonants, 1 onset consonants,
MidC20—0 coda consonants, 2 onset consonants,
MidC21—1 coda consonants, 1 onset consonants.

This grammar in its current state is not fully determin-
istic. The fifth rule of MidC31 and the first rule of MidC32,
for example, can result in ambiguous analyses for certain
input sequences. For example, the phoneme sequence inAn-
drewcan be parsed either by rule MidC31~Nas Obs r! or by
rule MidC32 ~Nas Stp Lqd!. How to deal with this problem
is a practical issue. For parsing a large number of words
automatically, our solution is to use this parser to first parse
a pronunciation dictionary and then resolve the ambiguities
through hand checking. The parsed pronunciation dictionary
is then used to provide syllable structures of the words. We
carried out this procedure on theTIMIT pronunciation dictio-
nary. The results showed that the rules are a fairly precise
model of English syllable and phonotactic structures: Out of
7905 pronunciations, only 135, or 1.7%, generated multiple
parses. The ambiguities were hand-checked and the parsed
dictionary was used for transferring phoneme sequences into
syllable structures in ourTIMIT -based experiments.

As an illustration, Fig. 7 shows the parse tree for word
display, which denotes that the word it display consists of
two syllables. The category ‘‘CvCluster’’ is used for dealing
with multiple syllables recursively; ‘‘MidC’’ and ‘‘MidC31’’
are categories of intervocalic consonant clusters. The cat-
egory ‘‘Init-Onset’’ denotes the word-initial syllable onset.
The separation of syllable-internal consonants into coda and

FIG. 7. Parse tree for worddisplay.
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onset is based on the consonant types according to phonotac-
tic principles.11

The parser output of an unambiguous tree is transformed
into subsegmental feature vectors3,10,12 with high-level lin-
guistic information. This is illustrated in Fig. 8. Here, the
word display is parsed as a single word utterance withub
standing for utterance beginning andue for utterance end.
Stress is denoted by 0~unstressed syllable! and 1 ~stressed
syllable! at the syllable node. The subsegmental feature
structure is viewed as an autosegmental structure2,12 with
skeletal and articulatory feature tiers and a prosodic structure
placed on top of it. There is a resyllabification by which /s/ is
moved to the second syllable. Currently, this is done in the
lexicon on the word by word basis.

Feature overlapping is carried out by the phonological
rules we have implemented computationally, incorporating
high-level linguistic information. We have used a temporal
feature logic12 as the theoretical framework for imposing
constraints and in the formulation of the phonological rules.

APPENDIX B: A TEMPORAL FEATURE LOGIC

A temporal feature logic for the constraint-based ap-
proach to feature overlapping is a languageL(X,P,T,C),
where

X is a set of variables:a,b,c,...x,y,z,..., etc.,
P is a prosodic structure:$syl,sylconst,seg,boundary,stress%,
T is a tier structure:$seg,articulator,feature%,
C is a set of logical connectors:$d,a,+,q,5,¬,~,
`,;,',→,[,(,),Á,'%, whered, a, +, andq are ‘‘domi-
nance,’’ ‘‘precedence,’’ ‘‘overlap,’’ and ‘‘mix,’’ respectively.

1. The prosodic structure

~1! ;xy, syl(x)`x d y→sylconst(y)~boundary(y). Syl-
lables can dominate syllable constituents and boundaries.

~2! ;xy, sylconst(x)`x d y→seg(y)~stress(y). Syllable
constituents can dominate segments and stresses.

~3! ;x,boundary(x)→xP$ub,ue,wb,we,mb,me%, where the
boundary symbols stand for utterance beginning, utter-
ance end, word beginning, word end, morpheme begin-
ning, and morpheme end, respectively.

~4! ;x, sylconst(x)→xP$onset,nucleus,coda%.
~5! ;x, stress(x)→xP$0,1%.

2. The tier structure

~1! ;x, seg(x)→'y, x d y`articulator(y). Every segment
dominates one or more articulators.

~2! ;x, articulator(x)→'y, x d y`feature(y). Every ar-
ticulator dominates one or more features.

~3! ;x, articulator(x)→ xP$ l ip ,tbld,tdsm,vel,lyx%
where the articulator symbols stands for lip, tongue
blade, tongue dorsum, velum, and larynx, respectively.

~4! ;x, feature(x)→poa(x)~cdg(x)~shape(x), where
poa stands for place of articulation;cdg stands for con-
striction degree, andshapestands for the shape of the
lips. ~Figure 8 shows how prosodic and tier structures
are motivated by subsegmentalfeaturestructures.!

3. Dominance, precedence, overlap, and mix

The basic properties ofd, a, + are described in Ref.
12. When some B is a component of some A, we say A
dominates B, or Ad B. When two events A and B overlap in
time, we denote this by A+ B; otherwise, either A precedes B
or B precedes A: Aa B ~ B a A. In Bird’s temporal
feature logic, dominance implies overlap. This is calledthe
locality constraint:

;xy, x d y→x+y.

Precedence, on the other hand, implies no overlap and vice
versa. This is described asthe mutual exclusion of L and+

;xy, xay→¬ x+y,

and

;xy, x+y→¬ xay.

There is an important property related to the above two fun-
damental properties which is calledthe transitivity of a
through+: ;wxyz, wax`x+y`yaz→w a z. Logically it

FIG. 9. An example spectrogram forstep inillustrating acoustic properties
associated with feature overlaps.

FIG. 8. Subsegmental feature structure for worddisplay.
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is hard to prove this. However, this property can be visual-
ized in the following way. To see thatwaz, we note that the
left boundary ofx is to the right ofw and the right boundary
of y is also to the right ofw ~sincex+y) and the left boundary
of z is to the right of the right boundary ofy; therefore, the
left boundary ofz is also to the right ofw. This situation can
be illustrated by the following diagram:

w
u-------u

x
------u

y
u----

z
u-------u

Referring to Fig. 8, these operators can be illustrated in the
following:

Syllable1 d Nucleus1 d /ih/ d Larynxd V1,

Syllable1+Nucleus1+/ih/+Larynx+V1,

/d/a/ih/a/s/a/p/a/l/a/ey/.

Feature overlapping in this temporal logic framework is de-
fined as a process of dynamic realization of segmental tier
structure synchrony~i.e., articulatory features are synchro-
nous within segments!. In dynamic realization, a feature on
some articulator tier may spread temporally and may overlap
with features of neighboring segments. If we use a predicate
‘‘ possib’’ to denote possibility of realizing a planned segment
sequence, this can be expressed as follows:

sega+articulatorp+featurel`segaasegb

→possib~segb+featurel !.

Whenfeaturel overlaps withsegb , it has a chance to overlap
with the features dominated bysegb .

We abandon the ‘‘linearity constraint’’ which requires
that events of the same sort be in precedence relation only
~i.e., features on the same articulator tier can only be in pre-
cedence relation!. Instead, we allow features at the same tier
~therefore, of the same sort! to overlap; we call this ‘‘feature
mixing,’’ denoted byq. This relation is expressed as

;xy,t ier i~x!`t ier i~y!`x+y↔xqy.

That is, if events on the same tier are in the same dominant
group and overlap in time, they are said to mix with each
other. As an overlap can be either partial or full, so is the mix
relation. This mix relation is used to describe coarticulation
involving the same tier in the articulatory feature space~i.e.,
coproduction!. Articulatory mix is a very general phenom-
enon. Whenever consecutive phonemes involve the same ar-
ticulator, there is often a feature mix in the transition phase.

The temporal feature logic described above is motivated
by empirical observations of speech data including articula-
tory data and speech spectrograms. In particular, the subseg-
mental, articulatory features are components in forming a
phoneme, and at the same time these features can spread
beyond the conventional boundaries of phonemes, exerting
influence on the articulatory or acoustic properties of neigh-
boring phonemes up to some distance away. If we consider
such spreading as independent events, these events can take

the form of temporal overlap or temporal mix. Overlap refers
to simultaneous events occurring at different tiers, while mix
refers to simultaneous events occurring on the same tier. A
combination of overlapping and mixing accounts for a great
part of transitions between phonemes. In descriptive terms,
these transitional phases in speech can be modeled by a set
of feature bundles constructed from interactions between
phonemes via the mechanisms of overlap and mix. These
overlapped- and mixed feature bundles derived from the pre-
defined, canonical, context-independent feature bundles are
then taken as the basic units of speech to form the HMM
state topology for speech recognition.

In Fig. 9, the spectrogram shows some acoustic proper-
ties of the utterance ‘‘step in,’’ which can be described by
feature overlapping in accounting for the transitional phases.
The vowel /eh/ in the wordstep contains two transitional
phases. One has a carry-overtongue-tipfeature spread from
the previous phoneme /t/; this overlapped feature from /t/ to
/eh/ accounts for the initial formant transition in /eh/. The
second transitional phase contains a look-aheadlips feature
spread from the following phoneme /p/. The acoustic effect
is a conspicuous formant transition over a major length of
/eh/ with the formant transition targets towards those of /p/.
The stop /p/, due to its coda position, has a very weak release
phase. The spectral shape of the release burst in /p/ is af-
fected by the look-aheadtongue-dorsumfeature of the fol-
lowing vowel /ih/. The vowel /ih/ is partially nasalized due to
thevelumfeature spread from the following phoneme /n/. At
the same time, both thelips feature of /p/ and thetongue-tip
feature of /n/ are overlapped into /ih/, creating the obvious
formant transition throughout the entire vowel.

APPENDIX C: ABBREVIATIONS USED IN FIGURES

ASP aspiration
B.e tongue-blade of /e/
B.l tongue-blade of /l/
C/V consonant or vowel
ClsAlv.Br ~feature mix of! closure-alveolar and

tongue blade of /r/
ClsAlv closure-alveolar
ClsLab closure-labial
CrtAlv critical-alveolar
CvCluster consonant vowel cluster
Fri fricative ~consonant!
Init-Onset word initial onset
MidC word-middle consonant
Nas nasal~feature!
Rnd.o lip-rounding of /o/
Rnd.r lip-rounding of /r/
seg segment
Stp stop~consonant!
syl syllable
T.Blade tongue blade
T.Dorsum tongue dorsum
ub utterance begin
ue utterance end
V2 unvoiced
V1 voiced
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In a previous study@J. Acoust. Soc. Am.108, 1290 ~2000!# the acoustic impedance difference
between intercostal tissue and lung was evaluated as a possible explanation for the enhanced lung
damage with increased hydrostatic pressure, but the hydrostatic-pressure-dependent impedance
difference alone could not explain the enhanced occurrence of hemorrhage. In that study, it was
hypothesized that the animal’s breathing pattern might be altered as a function of hydrostatic
pressure, which in turn might affect the volume of air inspired and expired. The acoustic impedance
difference between intercostal tissue and lung would be affected with altered lung inflation, thus
altering the acoustic boundary conditions. In this study, 12 rats were exposed to 3 volumes of lung
inflation ~inflated: approximately tidal volume;half-deflated: half-tidal volume; deflated: lung
volume at functional residual capacity!, 6 rats at 8.6-MPain situ peak rarefactional pressure~MI of
3.1! and 6 rats at 16-MPain situpeak rarefactional pressure~MI of 5.8!. Respiration was chemically
inhibited and a ventilator was used to control lung volume and respiratory frequency. Superthreshold
ultrasound exposures of the lungs were used~3.1-MHz, 1000-Hz PRF, 1.3-ms pulse duration, 10-s
exposure duration! to produce lesions. Deflated lungs were more easily damaged than half-deflated
lungs, and half-deflated lungs were more easily damaged than inflated lungs. In fact, there were no
lesions observed in inflated lungs in any of the rats. The acoustic impedance difference between
intercostal tissue and lung is much less for the deflated lung condition, suggesting that the extent of
lung damage is related to the amount of acoustic energy that is propagated across the pleural surface
boundary. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1436068#

PACS numbers: 43.80.Cs, 43.80.Gx, 43.80.Jz@FD#

I. INTRODUCTION

A considerable amount of work has been published re-
garding lung hemorrhage caused by ultrasound.1–21 There is
agreement that gas in the lung plays a role in the ultrasound-
induced damage mechanism, and that the mechanism is non-
thermal. A distinction needs to be made between mechanisms
involving large gas bodies, such as gas in the alveoli of the
lung ~38–49mm!,22–24 and classical inertial cavitation that
involves small microbubbles as nuclei~radii on the order of
1 mm or less!.25 Evidence has been slowly accumulating that
suggests that the mechanism of damage in the lung may not
be inertial cavitation. There seems to be no dependence on
whether the positive or negative components of the ultra-
sonic pulse cause lithotripter-induced lung damage; however,
inertial cavitation is associated with negative pressure.26 The
frequency dependence may not be the same as that associ-
ated with effects due to the presence of contrast agents that
quite clearly nucleate inertial cavitation.27 The hydrostatic

pressure dependence of ultrasound-induced lung hemorrhage
in mice is not the same as that associated with effects due to
inertial cavitation.17 Likewise, there is evidence that suggests
the mechanism of damage in rat lung may be inertial
cavitation.9,28 However, the goal of this contribution is not to
strengthen or weaken the arguments for or against inertial
cavitation; the debate will probably continue for some
time.29–32 The goal is to inform the community of an inter-
esting nonthermal observation that affects the degree of
ultrasound-induced lung damage.

The study reported herein was motivated by an interest-
ing finding that showed that the amount of lung damage was
greater under increased hydrostatic pressure.17 The acoustic
impedance difference between intercostal tissue and lung
was evaluated as a possible explanation for the enhanced
lung damage with increased hydrostatic pressure, but
hydrostatic-pressure-dependent impedance difference along
could not explain the enhanced effects on hemorrhage. In
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that study, it was hypothesized that the mouse’s breathing
pattern might be altered as a function of hydrostatic pressure,
which in turn, might affect the volume of air inspired and
expired by the mouse. With altered lung inflation, the acous-
tic impedance difference between intercostal tissue and lung
would be affected thus affecting the acoustic boundary con-
ditions. This brief report describes an experiment and some
simple acoustic theory to provide insight into the mechanism
of ultrasound-induced lung hemorrhage underin vivo condi-
tions in which rats were subjected to three levels of lung
inflation during ultrasound exposure.

II. ANIMAL EXPERIMENTS

A. Exposimetry

The exposimetry and calibration procedures have been
described previously in detail17,18 Ultrasonic exposures were
conducted using one focused, 51-mm-diameter, lithium nio-
bate ultrasonic transducer~Valpey Fisher, Hopkinton, MA!.
Water-based~distilled water, 22 °C! pulse-echo ultrasonic
field distribution measurements were performed according to
established procedures33 and yielded a center frequency of
3.1 MHz, a fractional bandwidth of 15%, a focal length of 56
mm, a 26-dB focal beamwidth of 610mm, and a26-dB
depth of focus of 5.9 mm.

An automated procedure described previously was used
routinely to calibrate the ultrasound field.17,18,34–36 The
source transducer was mounted in a water tank~degassed
water, 22 °C! and its drive voltage was supplied by a
RAM5000 ~Ritec, Inc., Warwich, RI!. Calibrations were per-
formed with a PVDF calibrated hydrophone~Marconi Model
Y-34-6543, Chelmsford, UK!. The in situ ~at the pleural sur-
face! pressure values were estimated using linear theory from
procedures previously described.18 They were estimated
from measuredin vitro peak rarefactional pressure of 10.1
and 18.9 MPa~s.d.’s50.5 and 1.2 MPa,n513!, measuredin
vitro peak compressional pressure of 21.9 and 46.5 MPa
~s.d.’s51.9 and 1.6 MPa,n513!, an intercostal tissue attenu-
ation coefficient of 1.1 dB/cm MHz,37 and a mean chest wall
thickness of 4.05 mm~s.d.50.09 mm,n512!. The two in
situ peak rarefactional pressures,pr ( in situ) , were 8.6 and 16
MPa and the respectivein situ peak compressional pressures,
pc( in situ) , were 18 and 40 MPa. For comparison to a quan-
tity that appears on the display of diagnostic ultrasound
equipment,35 the Mechanical Indices were 3.1 and 5.6, and
were determined according to the procedures specified by the
standard.18,35These exposure levels were known to be super-
threshold values based on previous studies18–20 where ultra-
sound exposures were conducted on normal-breathing ani-
mals.

B. Animals

The experimental protocol was approved by the campus
Laboratory Animal Care Advisory Committee and satisfied
all University of Illinois and NIH rules for the humane use of
laboratory animals. Animals were housed in an AAALAC-
approved animal facility, placed in groups of three or four in
polycarbonate cages with beta-chip bedding and wire bar
lids, and provided food and waterad libitum.

Twelve 230-g~s.d.510 g! 10-to-11 week-old Sprague-
Dawley rats~Harlan, Indianapolis, IN! were initially anesthe-
tized with an intraperitoneal injection of Ketamine~87 mg/
kg! and Rompun~13 mg/kg!. The rats were randomly
assigned to one of three ultrasound exposure groups: sham~2
rats!, pr ( in situ)58.6 MPa~6 rats! andpr ( in situ)516 MPa~6
rats!. Additional doses of anesthetic were administered upon
evidence of foot withdrawal to noxious paw pinch. The in-
dividuals involved in animal handling, exposure, necropsy,
and lesion scoring were blinded to the exposure conditions.

The skin of the left thorax and ventral neck was shaved
with an electric clipper. A cannula~PE-10, Clay Adams,
Franklin Lakes, NJ! was placed into the right external jugu-
lar vein through a ventral midline incision in the neck for
injection of supplemental anesthetic and paralytic agent, and
a tracheotomy was also performed. Following the surgical
preparation, the anesthetized rats rested for approximately 15
min during which time preparation for ultrasound exposure
was completed. A depilatory agent~Nair,® Carter-Wallace,
Inc., New York, NY! was used on the skin of the left thorax
to maximize sound transmission. Three black dots were
placed on the skin over the intercostal spaces between the
fourth and fifth ribs, sixth and seventh ribs, and eighth and
ninth ribs to guide the positioning of the ultrasonic beam.
The center-to-center rib spacing of rats this size is about 5
mm,37 and thus the distance between each black dot was 1
cm. The beamwidth at the pleural surface was 610mm, thus
preventing the overlapping of exposures. Respiration was
suspended by paralyzing the animals with an intravenous
injection of gallamine triethiodide~5–10 mg/kg, Sigma, St.
Louis!. Each rat was also placed on a ventilator~Model
CTE-930 ventilator, CWE, Inc., Ardmore, PA! at a respira-
tory rate of 60 breaths/min and a tidal volume of approxi-
mately 4 mL with 100% oxygen. Total experimental time
following paralysis was not longer than the effective dose of
gallamine nor longer than the effective dose time of the an-
esthetic. Body temperature was maintained at 36.5–37.5 °C
via a heating pad and radiant heat lamp.

Anesthetized rats were placed in right lateral recum-
bancy and a stand-off tank~degassed water; 30 °C! posi-
tioned in contact with the skin~Fig. 1!. The circular trans-
ducer holder was visually centered above each black dot. The
transducer was placed in the holder that was in the stand-off

FIG. 1. Photograph showing the rat in right lateral recumbancy with the
water-filled stand-off tank positioned in contact with the skin. The arrow
points to the 3.1-MHz transducer.
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tank. The low-power~in vivo peak rarefactional pressure of
0.4 MPa,in vivo peak compressional pressure of 0.5 MPa,
pulse repetition frequency of 10 Hz, Mechanical Index of
0.13! pulse-echo capability of the exposure system
~RAM5000, Ritec, Inc., Warwick, RI! displayed on an oscil-
loscope was used to adjust the axial center of the focal region
to within 1 mm of the lung surface. Thus the ultrasonic beam
was approximately perpendicular to the skin at the position
of the black dot with the beam’s focal region at the lateral
surface of the lung, and approximately normal to the lung’s
pleural surface. This alignment procedure was repeated for
each exposure.

For each rat, the same ultrasound exposure conditions
were used at each exposure site. The volume of pulmonary
inflation was varied for each rat. Three lung-inflation condi-
tions were utilized in each rat. The second ultrasound expo-
sure of the three was with the lung inflated. The first and
third exposures were randomized either with the lung de-
flated or half-deflated. In a previous rat study38 five adjacent
lesions of equal size were created using the same super-
threshold exposure conditions. Also, the same 3.1-MHz
transducer used herein was used for this previous study. The
exposure sites were located in the five adjacent intercostal
spaces between the fourth and ninth ribs. This suggested that
sensitivity across the lung surface does not change. There-
fore, randomizing the location of the three exposure sites
was not considered necessary.

Lung inflation was generated by attaching a 10-cc sy-
ringe to the tracheotomy tube after which air was pushed into
the lungs. Two volumes of lung inflation~6 mL for the larger
volume and 3 mL for the smaller volume! were generated to
test for ultrasound-induced damage. Tidal volume for venti-
lation of rats was estimated from the allometric equation
Tidal Volume57.69M1.04 ~Ref. 39! where M equals the mass
of the animal in grams and tidal volume is expressed in mL.
Tidal volume for each rat was estimated prior to the experi-
ment and the volume of inspired air was adjusted on the
ventilator. In all cases, the maximal inspired volume~2
3tidal volume! was well under vital capacity of the lungs39

so as to prevent overinflation lung damage. The larger lung
inflation volume was approximately 20% greater than tidal
volume~TV! and the smaller lung inflation volume was 60%
less than tidal volume~HTV!. The lung inflation state was
held constant for the duration of the ultrasound exposure~10
s!. The smallest lung volume was achieved by detaching the
ventilator from the tracheotomy tube and allowing the lungs
to assume a volume at functional residual capacity~FRC!.
During all states of lung inflation a distinct apnea was asso-
ciated with the ultrasound exposure period as determined by
lack of chest wall movement.

Following the ultrasound exposure procedures, rats were
euthanized under anesthesia by cervical dislocation. The tho-
rax was opened and the thickness of each left thoracic wall
~skin, rib cage, and parietal pleura! was measured at the point
of exposure over the middle black dot using a digital mi-
crometer~accuracy: 10mm!. These chest wall measurements
were used for later calculation of thein situ ultrasonic pres-
sures at the visceral pleural surface. Lungs were removed,
rinsed in 0.9% sodium chloride, examined grossly for the

presence or absence of lesion~s!, and then photographed digi-
tally. Each lung was placed in a sterile 50-mL clear polypro-
pylene centrifuge tube and was fixed by immersion in 10%
neural-buffered formalin for a minimum of 24 h. After total
fixation, the elliptical dimensions of lung lesions at the vis-
ceral pleural surface were measured with a digital microme-
ter ~accuracy: 10mm!, where ‘‘a’’ was the length of the
semi-major axis and ‘‘b’’ was the length of the semi-minor
axis. The lesions were then bisected and the depth ‘‘d’’ of the
lesion within the lung was measured. In animals where the
depth of the lesion was not visually discernible, the depth
was determined from measurements made on histologic sec-
tions with a slide micrometer. The surface area (pab) and
volume (pabd/3) of the lesion were calculated for each ani-
mal. Each half of the bisected lesion was embedded in par-
affin, sectioned at 5mm, stained with hematoxylin and eosin,
and evaluated microscopically.

III. APPLICATION ACOUSTIC THEORY

The acoustic impedance of the intercostal tissue and
lung was evaluated to understand the acoustic propagation at
and across the boundary. Figure 2 defines the boundary. In a
previous study,17 hydrostatic-pressure changes along could
not explain the enhanced effects on lung hemorrhage. It was
thus speculated that if the mouse’s breathing pattern were
altered as a function of hydrostatic pressure, and this alter-
ation affected the volume of air inspired and expired, then an
increase in the power transmitted into lung might occur.
Therefore, for the study reported herein, the rat’s inspiration
was controlled, and thus the amount of air in the lung was
the main experimental variable.

A planar boundary was assumed between intercostal tis-
sue and lung with the incident ultrasonic field in the inter-

FIG. 2. Schematic diagram of the interface zone between intercostal tissue
and lung~not to scale!. The innermost layer of the intercostal tissue within
the thoracic cavity is covered with parietal pleural. The lung is covered by
visceral pleura~thick black line! and the two pleural layers glide over each
other during the respiratory cycle. The space~thoracic cavity—arrow 1!
between the two pleura layers is under negative pressure. The visceral pleura
contains blood-filled capillaries~B! lined by a single layer of endothelial
cells ~open rectangles!. The alveolus~air-filled! is separated from blood in
the capillary by a single trilaminar membrane called the air–blood barrier
~arrow 2!. This barrier is formed by type 1 alveolar epithelial cells~filled
rectangles!, basement membrane, and capillary endothelial cells. It can mea-
sure as thin as 100 nm in some areas. Acoustic boundary conditions may
exist and play a role in ultrasound-induced lung hemorrhage at the air-blood
barrier ~arrow 2!. I5incident sound; R5reflected sound; T5transmitted
sound.
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costal tissue and the ultrasonic beam axis normal to the
boundary. Lung was modeled as two components consisting
of air and parenchyma where the lung’s density is

r lung5xairrair1xparenchymarparenchyma, ~1!

the lung’s adiabatic bulk modulus is

Blung5xairBair1xparenchyma
3.5 Bparenchyma, ~2!

and the volume fractions of air and parenchyma sum to unity,
that is,xair1xparenchyma51. This model was selected because
it fit the experimental measurements of reflection coefficient
versus lung inflation in the fixed lungs of dogs at 2.4 MHz,40

and the experimental measurements of propagation speed at
one lung inflation in fresh lungs of dogs at 2.25 MHz.41 The
fit to these published measurements yieldedrair

51.21 kg/m3, rparenchyma5600 kg/m3, Bair5142 kPa, and
Bparenchyma51 GPa forxair50.31, and, in turn, yieldedr lung

5414 kg/m3 andBlung5273 MPa. Propagation speed is de-
termined from

clung5ABlungr lung, ~3!

and acoustic impedance is determined from

zlung5Ar lungBlung. ~4!

These fit values agreed well with published results. The fit
reflection coefficient value relative to 1.5 Mrayl was27.7
dB; the published values were between22 and 24 dB.40

The fit and published41 lung propagation speed values were
812 m/s.

The density and adiabatic bulk modulus of lung@from
Eqs. ~1! and ~2!#, along with their propagation speed and
characteristic acoustic impedance@from Eqs.~3! and~4!# are
graphed@Fig. 3~a!# as a function of the amount of air in lung.
The four constant quantities used in Eqs.~1! and ~2! were
rair51.21 kg/m3, rparenchyma5600 kg/m3, Bair5142 kPa,
and Bparenchyma51 GPa, and the one variable was 0<xair

<1 wherexparenchyma512xair .
The power reflection coefficient (Rp) and power trans-

mission coefficient (Tp) were determined to assess the
power transfer at the intercostal tissue-lung boundary. At nor-
mal incidence to the planar boundary, these quantities~which
are the same as the intensity reflection and transmission co-
efficients at normal incidence! are given by

Rp5S zlung2zintercostal tissue

zlung1zintercostal tissue
D 2

, ~5!

Tp5
4zlungzintercostal tissue

~zlung1zintercostal tissue!
2 , ~6!

wherezintercostal tissueis 1.54 Mrayl. The power reflection and
transmission coefficients are graphically shown as a function
of the amount of air in lung in Fig. 3~b!.

It had been previously hypothesized that because the
lung boundary acts as an acoustic pressure-release surface,
and if constructive interference occurred near to the lung
surface, then there would be a significant increase in pressure
in situ.9,42 Though it is particle velocity that is a maximum
right at the lung surface at a pressure-release surface, the
pressure is significantly increased only one quarter of a
wavelength into the intercostal tissue from that surface, so
their idea has merit and is evaluated. The acoustic pressure
(p0) and particle velocity (u0) amplitudes in the intercostal
tissue and near the lung surface where constructive interfer-
ence can be presumed are given by

p05~11R!pin situ , ~7!

u05~12R!
pin situ

zintercostal tissue
, ~8!

FIG. 3. ~a! Adiabatic bulk modulus, propagation speed, characteristic acous-
tic impedance, and density of lung as a function of volume fraction of air in
the lung. These curves were calculated from Eqs.~2!, ~3!, ~4!, and ~1!,
respectively.~b! Sound power reflection coefficient and sound power trans-
mission coefficient as a function of volume fraction of air in the lung. These
curves were calculated from Eqs.~5! and ~6!, respectively.~c! Particle ve-
locity amplitude and acoustic pressure amplitude near the lung surface as a
function of volume fraction of air in the lung. These curves were calculated
from Eqs.~8! and ~7!, respectively.

FIG. 4. Rat lung~R1694!. Lung was exposed at superthreshold condition~in
situ peak rarefactional pressure of 16 MPa! to ensure the formation of le-
sions. Arrows represent foci of lung hemorrhage caused by ultrasound ex-
posure. The hemorrhage~depth52.60 mm; area52.54 mm2; volume52.20
mm3! labeled by the right arrow~cranial most exposure! occurred when the
lung was exposed under the ‘‘half-deflated’’ state. The hemorrhage~depth
52.92 mm; area512.96 mm2; volume512.61 mm3! labeled by the left ar-
row ~caudal most exposure! occurred when the lung was exposed under the
‘‘deflated’’ state. The region of lung between the two areas of hemorrhage,
which had no lesion, was exposed to ultrasound when the lung was under
the ‘‘inflated’’ state.
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wherepin situ is the in situ ~at the pleural surface! acoustic
pressure amplitude, andR is the sound pressure reflection
coefficient at normal incidence given by

R5
zlung2zintercostal tissue

zlung1zintercostal tissue
. ~9!

The acoustic pressure and particle velocity amplitudes rela-
tive to values for the incident wave@from Eqs.~7! and ~8!#
are shown graphically as a function of the amount of air in
lung in Fig. 3~c!.

IV. RESULTS

A. Gross and histological observations

A red-to-dark elliptical area of hemorrhage that formed
along the pathway of the ultrasound beam was visible on the
visceral pleural surface~Fig. 4!. The hemorrhage assumed a
conical shape whose base opposed the visceral pleural sur-
face and whose apex extended into subjacent lung paren-
chyma to varied depths within the lung. Microscopically, the

lesion was alveolar hemorrhage; alveolar septa did not ap-
pear injured. The principle tissue affected was the microvas-
culature.

B. Lesion occurrence and size

Lesion occurrence is related to the degree of inflation
wherein there are a greater number of lesions for FRC vol-
ume ~deflated lung state!, fewer lesions for HTV~half-
deflated lung state!, and no lesions for the TV lung volume
~inflated lung state!. Lesion occurrence was also related to
pr ( in situ ~Fig. 5! wherein there were a greater number of
lesions at the higherpr ( in situ) value compared to the lower
pr ( in situ) value.

Lesion size~depth, surface area, and volume! had a
similar pattern as that for lesion occurrence~Fig. 5!. Lesion
size was larger for the higherpr ( in situ) value~16 MPa! com-
pared to the lowerpr ( in situ) value ~8.6 MPa!. Lesion size
was also related to the degree of inflation wherein the lesions
were largest for the deflated lung state@mean~SEM! depth:
1.11~0.50! and 1.74~0.48! mm for 8.6 and 16 MPa, respec-
tively; mean area ~SEM!: 4.48~2.15! and 7.59~2.51!

FIG. 5. Lesion occurrence, depth, sur-
face area, and volume as a function of
the three states of lung inflation~de-
flated, half-deflated, inflated!. The four
left-hand panels are for anin situ
peak rarefactional pressure of 8.6
MPa. The four right-hand panels are
for an in situ peak rarefactional pres-
sure of 16 MPa.
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mm2 for 8.6 and 16 MPa, respectively#, intermediate in size
for the half-deflated lung state@mean ~SEM! depth:
0.60~0.38! and 1.16~0.52! mm for 8.6 and 16 MPa, respec-
tively; mean area~SEM!: 1.72~1.60! and 3.97~2.15! mm2 for
8.6 and 16 MPa, respectively#, and were not initiated under
the inflated lung state. A single-factor ANOVA yielded no
statistically significant differences for lesion size at the lower
pr ( in situ) value ~depth: p50.13; area:p50.15; volume:
p50.12!. However, a single-factor ANOVA yielded margin-
ally statistically significant differences for lesion size at the
higher pr ( in situ) value ~depth: p50.03; area:p50.04; vol-
ume:p50.07!.

V. DISCUSSION

The magnitude of the acoustic pressure was selected for
this study with the intent that it would be large enough to
ensure that an ultrasound-induced lesion was produced every
time. Thein situ peak rarefactional pressures of 8.6 and 16
MPa ~in situ peak compressional pressure of 18 and 40 MPa,
respectively! were based on our previous findings.18–20

These values bracket the peakin situ rarefactional pressure
of 11 MPa at which the percentage of rats with lesions was
80% at an ultrasonic frequency of 2.8 MHz and 10-s expo-
sure duration in normal breathing animals. We recognized
that in situ peak rarefactional pressures of 8.6 and 16 MPa
were considerably greater than those allowed under current
regulations.43 At these in situ peak rarefactional pressures,
the equivalent Mechanical Indices were 3.1 and 5.6, whereas
the regulatory limit is 1.9 for diagnostic ultrasound equip-
ment that falls under FDA control. Our purpose was to evalu-
ate the effect of lung inflation at superthreshold exposure
conditions.

At the lower pr ( in situ) value ~8.6 MPa!, the two mea-
sured lesion quantities, depth, and area, were not signifi-
cantly different whereas, at the higherpr ( in situ) value ~16
MPa!, these two quantities were significantly different. This
demonstrated that aspr ( in situ) increases, there was increased
lesion size separation.

The 3.1-MHz results reported herein are directly com-
pared to one of our previous studies in which we conducted
an exposure-effect study at two frequencies~2.8 and 5.8
MHz! with normal breathing adult ICR mice and Sprague-
Dawley rats~Fig. 6!.18 The 2.8- and 5.6-MHz exposure con-
ditions for the previous study were similar to the 3.1-MHz
exposure conditions used herein~1-kHz PRF, 10-s exposure
duration!. In that previous study, there were no differences in
occurrence~percentage! of lesions with either species or ul-
trasound frequency. Also, there was no dependence on fre-
quency for either lesion depth or area, although there was a
small dependence on species for lesion area. Lesion occur-
rences for the FRC state~deflated lung state! were about the
same as those for the previous study. Lesion occurrences for
the HTV state~half-deflated lung state! were less than those
for the previous study. Lesion size~depth, surface area, and
volume! for the deflated and half-deflated lung states ap-
peared to bracket the comparable results for the normal
breathing mice and rats. These observations show that lung
lesions are not caused when the lungs are inflated at just over

tidal volume, but occur when the lung is less inflated. In fact,
comparisons of the results reported herein to the normal
breathing animal results suggest that the lesions occur and
grow in normal breathing animals in a similar manner to
lung inflation between FRC and HTC lung volumes.

Further, the extent to which lung lesions occur is in-
versely related to the acoustic impedance difference between
intercostal tissue and lung. When the lung’s acoustic imped-
ance is more closely matched to the intercostal tissue, more
lesions are produced and the sound power transmission co-
efficient is larger. And, a greater impedance difference pro-
duces fewer lesions and has a smaller sound power transmis-
sion coefficient. This finding suggests that the lesion cause

FIG. 6. Lesion occurrence, depth, surface area, and volume as a function of
the in situ peak rarefactional pressure that compare the inflation-dependent
data reported herein~large diamonds! to the previously published normal-
breathing mice and rates data~Ref. 18!.
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may be due to some kind of an energy-based mechanism
within and near the lung’s surface since the extent to which
the lesions occur is directly related to the sound power trans-
mission coefficient. Also, for all three lung inflation states,
air is present in the lung, and yet, at tidal volume no lesions
are produced.

The findings reported herein address the suggestion put
forth earlier6,42 that because the lung boundary acts as an
acoustic pressure-release surface, a significant increase in
particle velocityin situ near the lung surface might produce
the lung hemorrhage. This suggestion is not plausible for the
following reasons. A pressure-release surface would be ap-
proached when the lung is inflated~volume fraction of air in
lung approaches unity!. Under a more inflated lung state,
where the lung’s volume fraction of air is close to unity and
the particle velocity in tissues adjacent the lung is greatest,
no lung hemorrhage resulted. The lung hemorrhage increased
as the lung’s volume fraction of air decreased and was the
greatest at the lowest volume fraction of air.

Finally, the relative geometry between the beam and the
lung surface is considered for the three inflation states. The
transducer alignment occurs while the ventilator is breathing
for the animal. The distance between the transducer and the
lung surface does not vary by more than 1–2 mm because
the water filled stand-off tank is placed gently on the rat’s
lateral aspect, thus limiting chest expansion in that direction.
The 26-dB depth of focus is 5.9 mm so the lung surface
remains within the focal region for all three inflation states.
Also, the orientation of the chest wall surface in contact with
the water filled stand-off tank does not visually change as a
function of breathing. Because the chest wall surface and the
lung surface track each other, the orientation between the
beam axis and the pleural surface does not change. There-
fore, the observations and findings reported herein are not
believed to be a function of lung surface orientation or posi-
tion relative to the ultrasonic field.

ACKNOWLEDGMENTS

We thank our valued colleagues Joe Beatty, Ed Plowey,
and Bill Zierfuss for technical contributions. This work was
supported by NIH Grant No. HL58218 awarded to WDO and
JFZ.

1S. Z. Child, C. L. Hartman, L. A. Schery, and E. L. Carstensen, ‘‘Lung
damage from exposure to pulsed ultrasound,’’ Ultrasound Med. Biol.16,
817–825~1990!.

2C. L. Hartman, S. Z. Child, R. Mayer, E. Schenk, and E. L. Cartensen,
‘‘Lung damage from exposure to the fields of an electron hydraulic
lithotropter,’’ Ultrasound Med. Biol.16, 675–683~1990!.

3C. H. Raeman, S. Z. Child, and E. L. Carstensen, ‘‘Timing of exposures in
ultrasonic hemorrhage of murine lung,’’ Ultrasound Med. Biol.19, 507–
512 ~1993!.

4D. P. Penney, E. A. Schenk, K. Maltby, C. Hartman-Raeman, S. Z. Child,
and E. L. Carstensen, ‘‘Morphologic effects of pulsed ultrasound in the
lung,’’ Ultrasound Med. Biol.19, 127–135~1993!.

5L. A. Frizzell, E. Chen, and C. Lee, ‘‘Effects of pulsed ultrasound on the
mouse neonate: Hind limb paralysis and lung hemorrhage,’’ Ultrasound
Med. Biol. 20, 53–63~1994!.

6A. F. Tarantal and D. R. Canfield, ‘‘Ultrasound-induced lung hemorrhage
in the monkey,’’ Ultrasound Med. Biol.20, 65–72~1994!.

7J. F. Zachary and W. D. O’Brien, Jr., ‘‘Lung hemorrhage induced by

continuous and pulse wave ultrasound in mice, rabbits, and pigs,’’ Vet.
Pathol.32, 43–54~1995!.

8C. H. Harrison, H. A. Eddy, J.-P. Wang, and F. Z. Liberman, ‘‘Microscopic
lung alterations and reduction of respiration rate in insonated anesthetized
swing,’’ Ultrasound Med. Biol.21, 981–983~1995!.

9C. K. Holland, C. X. Deng, R. E. Apfel, J. L. Alderman, L. A. Fernandez,
and K. J. Taylor, ‘‘Direct evidence of cavitation in vivo from diagnostic
ultrasound,’’ Ultrasound Med. Biol.22, 917–925~1996!.

10R. Baggs, D. P. Penney, C. Cox, S. Z. Child, C. H. Raeman, D. Dalecki,
and E. L. Carstensen, ‘‘Thresholds for ultrasonically induced lung hemor-
rhage in neonatal swine,’’ Ultrasound Med. Biol.22, 119–128~1996!.

11C. H. Raeman, S. Z. Child, D. Dalecki, C. Cox, and E. L. Carstensen,
‘‘Exposure-time dependence of the threshold for ultrasonically induced
murine lung hemorrhage,’’ Ultrasound Med. Biol.22, 139–141~1996!.

12W. D. O’Brien, Jr. and J. F. Zachary, ‘‘Lung damage assessment from
exposure to pulsed-wave ultrasound in rabbit, mouse, and pig,’’ IEEE
Trans. Ultrason. Ferroelectr. Freq. Control44, 473–485~1997!.

13D. Dalecki, S. Z. Child, C. H. Raeman, C. Cox, and E. L. Carstensen,
‘‘Ultrasonically induced lung hemorrhage in young swine,’’ Ultrasound
Med. Biol. 23, 777–781~1997!.

14D. Dalecki, S. Z. Child, C. H. Raeman, C. Cox, D. P. Penney, and E. L.
Carstensen, ‘‘Age dependence of ultrasonically-induced lung hemorrhage
in mice,’’ Ultrasound Med. Biol.23, 767–776~1997!.

15WFUMB Symposium on Safety of Ultrasound in Medicine: Issues and
Recommendations Regarding Non-Thermal Mechanisms for Biological
Effects of Ultrasound, Ultrasound Med. Biol.24, Supplement 1, S1–S55
~1998!.

16Mechanical Bioeffects from Diagnostic Ultrasound: AIUM Consensus
Statements~American Institute of Ultrasound in Medicine, Laurel, MD,
2000!. Also, J. Ultrasound Med.19, 67–168~2000!.

17W. D. O’Brien, Jr., L. A. Frizzell, R. M. Weigel, and J. F. Zachary,
‘‘Ultrasound-induced lung hemorrhage is not caused by inertial cavita-
tion,’’ J. Acoust. Soc. Am.108, 1290–1297~2000!.

18J. F. Zachary, J. M. Sempsrott, L. A. Frizzell, D. G. Simpson, and W. D.
O’Brien, Jr., ‘‘Superthreshold behavior and threshold estimation of
ultrasound-induced lung hemorrhage in adult mice and rats,’’ IEEE Trans.
Ultrason. Ferroelectr. Freq. Control48, 581–592~2001!.

19W. D. O’Brien, Jr., L. A. Frizzell, D. J. Schaeffer, and J. F. Zachary,
‘‘Superthreshold behavior of ultrasound-induced lung hemorrhage in adult
mice and rats: role of pulse repetition frequency and exposure duration,’’
Ultrasound Med. Biol.27, 267–277~2001!.

20J. F. Zachary, K. S. Norrell , J. P. Blue, R. J. Miller, and W. D. O’Brien, Jr.,
‘‘Temporal and spatial evaluation of lesion resolution following exposure
of rat lung to pulsed ultrasound,’’ Ultrasound Med. Biol.27, 829–839
~2001!.

21W. D. O’Brien, Jr., D. G. Simpson, L. A. Frizzell, and J. F. Zachary,
‘‘Superthreshold behavior and threshold estimation of ultrasound-induced
lung hemorrhage in adult rates: Role of beamwidth,’’ IEEE Trans. Ultra-
son. Ferroelectr. Freq. Control48, 1695–1705~2001!.

22M. L. Crosfill and J. G. Widdicombe, ‘‘Physical characteristics of the
chest and lungs and the work of breathing in different mammalian spe-
cies,’’ J. Physiol.~London! 158, 1–14~1961!.

23S. M. Tenney and J. E. Remmers, ‘‘Comparative quantitative morphology
of the mammalian lung: Diffusing area,’’ Nature~London! 197, 54–56
~1963!.

24E. R. Weibel, ‘‘Dimensions of the tracheobronchial tree and alveoli,’’ in
Biological Handbooks: Respiration and Circulation, edited by P. L. Alt-
man and D. S. Dittmer~Federation of American Societies for Experimen-
tal Biology, Bethesda, MD, 1971!, pp. 930–939.

25H. G. Flynn and C. C. Church, ‘‘Transient pulsations of small gas bubbles
in water,’’ J. Acoust. Soc. Am.84, 985–998~1988!.

26M. R. Bailey, D. Dalecki, S. Z. Child, C. H. Raeman, D. P. Penney, D. T.
Blackstock, and E. L. Carstensen, ‘‘Bioeffects of positive and negative
acoustic pressuresin vivo,’’ J. Acoust. Soc. Am.100, 3941–3946~1996!.

27E. L. Carstensen, D. Dalecki, S. M. Gracewski, and T. Christopher, ‘‘Non-
linear propagation of the output indices,’’ J. Ultrasound Med.18, 69–80
~1999!.

28C. K. Holland, R. A. Roy, P. W. Biddinger, C. J. Disimile, and C. Cawood,
‘‘Cavitation mediated rat lung bioeffects from diagnostic ultrasound,’’ J.
Acoust. Soc. Am.109, 2433~A! ~2000!.

29R. E. Apfel, ‘‘Comments on ‘Ultrasound-induced lung hemorrhage is not
caused by inertial cavitation’@J. Acoust. Soc. Am.108, 1290–1297
~2000!#,’’ J. Acoust. Soc. Am.110, 1737~2001!.

30L. A. Frizzell, J. M. Kramer, J. F. Zachary, and W. D. O’Brien, Jr.,

1108 J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 O’Brien et al.: Lung acoustic boundary conditions



‘‘Response to ‘‘Comments on ‘Ultrasonic lung hemorrhage is not caused
by inertial cavitation’ ’’ @J. Acoust. Soc. Am.110, 1737 ~2001!#,’’ J.
Acoust. Soc. Am.110, 1738–1739~2001!.

31R. E. Apfel, ‘‘Reply to Frizzellet al.’s Comment to our comment,’’ J.
Acoust. Soc. Am.110, 1740–1741~2001!.

32L. A. Frizzell, J. M. Kramer, J. F. Zachary, and W. D. O’Brien, Jr., ‘‘Com-
ment on Apfel’s second comment,’’ J. Acoust. Soc. Am.110, 1742~2001!.

33K. Raum and W. D. O’Brien, Jr., ‘‘Pulse-echo field distribution measure-
ment technique of high-frequency ultrasound sources,’’ IEEE Trans. Ul-
trason. Ferroelectr. Freq. Control44, 810–815~1997!.

34AIUM/NEMA, Acoustic Output Measurement Standard for Diagnostic Ul-
trasound Equipment, Laurel, MD, American Institute of Ultrasound in
Medicine, and Rosslyn, VA, National Electrical Manufacturers Associa-
tion, 1998.

35Standard for Real-Time Display of Thermal and Mechanical Acoustic Out-
put Indices on Diagnostic Ultrasound Equipment, Rev. 1, Laurel, MD,
American Institute of Ultrasound in Medicine, and Rosslyn, VA, National
Electrical Manufacturers Association, 1998.

36J. M. Sempsrott and W. D. O’Brien, Jr., ‘‘Experimental verification of
acoustic saturation,’’ Proceedings of the 1999 IEEE Ultrasonic Sympo-
sium, pp. 1287–1290~1999!.

37G. A. Teotico, R. J. Miller, L. A. Frizzell, J. F. Zachary, and W. D.
O’Brien, Jr., ‘‘Attenuation coefficient estimates of mouse and rate chest
wall,’’ IEEE Trans. Ultrason. Ferroelectr. Freq. Control48, 593–601
~2001!.

38J. M. Kramer, T. G. Waldrop, L. A. Frizzell, J. F. Zachary, and W. D.
O’Brien, Jr., ‘‘Cardiopulmonary function in rats with lung hemorrhage
induced by pulsed ultrasound exposure,’’ J. Ultrasound Med.20, 1197–
1206 ~2001!.

39W. R. Stahl, ‘‘Scaling of respiratory variables in mammals,’’ J. Appl.
Physiol.22, 453–460~1967!.

40T. J. Bauld and H. P. Schwan, ‘‘Attenuation and reflection of ultrasound in
canine lung tissue,’’ J. Acoust. Soc. Am.56, 1630–1637~1974!.

41F. Dunn, ‘‘Attenuation and speed of ultrasound in lung,’’ J. Acoust. Soc.
Am. 56, 1638–1639~1974!.

42C. K. Holland, K. Sandstrom, X. Zheng, J. Rodriguey, and R. A. Roy,
‘‘The acoustic field if a pulsed Doppler diagnostic ultrasound system near
a pressure-release surface,’’ J. Acoust. Soc. Am.95, 2855~A! ~1994!.

43Information for Manufacturers Seeking Marketing Clearance of Diagnos-
tic Ultrasound Systems and Transducers, Rockville, MD, Center for De-
vices and Radiological Health, US Food and Drug Administration, Sep-
tember 30, 1997.

1109J. Acoust. Soc. Am., Vol. 111, No. 2, February 2002 O’Brien et al.: Lung acoustic boundary conditions



Quantitative investigation of acoustic streaming in blood
Xuegong Shia)

Department of Bioengineering, Box 357962, University of Washington, Seattle, Washington 98195

Roy W. Martin
Applied Physics Laboratory and Departments of Anesthesiology and Bioengineering, Box 355640,
University of Washington, Seattle, Washington 98195

Shahram Vaezy
Applied Physics Laboratory and Department of Bioengineering, Box 355640, University of Washington,
Seattle, Washington 98195

Lawrence A. Crum
Applied Physics Laboratory and Department of Bioengineering, Box 355640, University of Washington,
Seattle, Washington 98195

~Received 5 October 2000; accepted for publication 17 October 2001!

Acoustic streaming may have practical utility in diagnostic medical ultrasound in distinguishing
between stagnant blood and tissue as well as clotted and unclotted blood. This distinction can be
difficult with conventional ultrasound but have high value in managing trauma patients with internal
hemorrhage. Ultrasound energy applies a force to blood by momentum transfer, resulting in bulk
streaming that is a function of the acoustic attenuation, sound speed, acoustic intensity, blood
viscosity, and the boundary conditions posed by the geometry around the hematoma. A simple
tubular model was studied analytically, by finite element simulation, and experimentally byin vitro
measurement. The simulation agreed closely with measurements while the analytic solutions were
found to be valid only for beam diameters approximating the diameter of the tubular channel.
Experimentally, the acoustic streaming in blood decreased as the blood began to clot and the
streaming flow was not detected in clotted blood. In contrast, the echogenicity of the same blood
samples did not change appreciably from the unclotted to the clotted state for the stagnant blood
studied. Streaming detection appears to offer a potential tool for improving hemorrhage diagnosis.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1428544#

PACS numbers: 43.80.Jz, 43.25.Nm@FD#

I. INTRODUCTION

There are a variety of medical situations where it is im-
portant to determine whether an ultrasound imaged region is
composed of a liquid or a solid structure. Three important
examples include distinguishing between a cyst from a solid
mass, stagnant blood from tissue, and clotted from unclotted
blood. These last two cases are of particular importance in
hemorrhage assessment. Although the ultrasound scattering
characteristics, the presence of motion in the liquid or other
clues may suffice to make this distinction, generally it is
difficult. This difficulty arises from the fact that once the
blood has exited the vascular system, the ultrasound appear-
ance of it varies with time and with the position in the body.
For instance, although fresh moving blood normally appears
anechoic, stagnant unclotted blood may appear echogenic
due to the aggregation of red blood cells.1–3 The echogenic-
ity increases more significantly when blood starts to clot.
After clot retraction and separation, the retracted region may
appear hyperechoic and the separated plasma hypoechoic.
The amount of echogenic change can also depend upon the
frequency of imaging transducer.4 The current method of ul-
trasound detection of hemorrhage in blunt abdominal trauma,

for example, is based on the difference in the sonographic
appearance between the blood and other adjacent soft tissue.

Hemorrhage will often result in the formation of a he-
matoma. Depending on where in the body this occurs and the
status of the individual’s coagulation system, clotting action
may not be initiated for some time or not at all. Arterial
bleeding into or in-and-out of a hematoma can often be de-
tected with Doppler ultrasound.5,6 In contrast, the low veloc-
ity of the blood in venous bleeding has not generally allowed
the use of Doppler in detecting it. Similarly stagnant unclot-
ted blood also has been undetectable by Doppler techniques.
Nevertheless, we realize that unclotted blood would flow un-
der a pressure gradient whereas other soft tissues and clots
would not. If such a gradient can be posed on a region and its
resulting flow can be detected, this method would offer a
technique of making the distinction between liquid and solid
structures. This is the possibility presented by the phenom-
ena of acoustic streaming.

Acoustic streaming occurs, as an ultrasound wave passes
through a liquid medium, because of momentum being trans-
ferred from the wave to the fluid due to energy loss from the
wave caused by attenuation. The magnitude of streaming ve-
locity that results,v, is determined by the property of the
fluid ~acoustic attenuationa, viscosity m, and sound speed

a!Current address: ATL Ultrasound, Post Office Box 3003, Bothell,
WA 98041-3003.
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c!, the applied acoustic intensityI, and a geometric factorG
with dimensions of length squared, as shown in the follow-
ing equation:7

v5
aI

mc
G. ~1!

The phenomenon of acoustic streaming has been used to
measure the absorption coefficient8 and viscosity of fluid.9 In
recent years, the streaming detection technique also found
clinical applications in differentiating breast cysts from solid
mass10,11 and measuring blood coagulation time.12,13

The effect of geometric factor and viscosity were stud-
ied in this investigation for the streaming detection in blood.
The blood from a hemorrhaging site will collect in a variety
of ways, resulting in various sizes and shapes of pooled
blood and these sizes and shapes can markedly affect the
streaming magnitude. This geometric effect is represented by
a factorG in Eq. ~1!, which is a function of the local bound-
aries of the space where streaming is taking place. A simple
geometric model of closed circular tubes of various diam-
eters was chosen to study because it lends itself to analytic
treatment. The analytical solutions of streaming velocity
were compared with the results of the simulations conducted
using finite element analysis~FEA!. In vitro experimental
measurements with blood were made for the same geometric
considerations and were compared with the finite element
solutions. Since blood viscosity increases when the blood
starts to coagulate, this action causes a decrease of streaming
flow. Therefore, during the onset of coagulation the stream-
ing and the echogenicity of blood were experimentally inves-
tigated. We chose for this study a transducer beam pattern for
investigation that resulted from a highly focused transducer
because of our interest in high-intensity focused ultrasound
~HIFU! and its potential use in stopping hemorrhage.14–16

Furthermore, because the intensity at the focus of these de-
vices can be easily three or four orders of magnitude higher
than that of the diagnostic ultrasound they can generate sig-
nificant streaming in fluid. Finally, we selected a commercial
imaging system and imaging scanhead for color Doppler
measurements of the streaming velocity.

II. MATHEMATICAL CONSIDERATIONS, MATERIALS
AND METHODS

A. Analytical solutions

The analytical solution to the streaming generated by a
uniform cylindrical ultrasound beam in a closed circular tube
was first given by Eckart.17 Figure 1 illustrates the geometry
of the tube and the streaming flow inside it~dashed lines
with arrows pointing the flow directions!. Both ends are
closed so that no flow enters or leaves the tube. The ultra-
sound is transmitted from the top. The acoustic intensity is
uniform within the beam cylinder, as represented by the
shaded area in Fig. 1. The bottom end of the tube is sealed
with a perfect sound-absorbing material so that there is no
reflection of the beam. It is also assumed that the tube is long
enough that the flow around the middle region of the tube
length ~the region between the horizontal dashed–dotted
lines in Fig. 1! is not affected by the flow near the ends.

Assuming a nonslip wall boundary condition and parallel
streamlines in the middle region of the tube, the radial dis-
tribution of velocity can be calculated by Eq.~1! with17
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•F1

2 S 12
r 2

r 1
2D 2S 12
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for 0<r ,r 1 , and
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r
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for r 1<r<r 0 , wherer 0 andr 1 are the radii of the tube and
sound beam, respectively.r is the radial distance from the
center of the tube, ranging from 0 to1r 0 . Equations~2a!
and ~2b! only express one half of the symmetric velocity
distribution across the central axis. They axis in Fig. 1 is
defined positive from top to bottom of the tube so that the
forward streaming flow has positive velocities. The maxi-
mum streaming velocity occurs only on the central axis
wherer 50. Substitutingr 50 into Eq.~2a! results in
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•F2
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2
1

1

2

r 1
2

r 0
22 ln

r 1

r 0
G . ~3!

Equation~2! is only valid when the ratior 1 /r 0 is not near the
two extremes, i.e., 0 and 1. When the tube radius is very
large comparing to the beam size (r 1 /r 0→0), the streaming
becomes effectively unbounded~for a given value ofr 0!. An
equation was found to describe the streaming generated by a
focused beam in a large open space.18 For a focused beam
whose focal region is a uniform cylinder of radiusa and
lengthl, the peak streaming velocity can be estimated by Eq.
~1! with ~see Appendix for derivation!

G5a2 lnS l

aD . ~4!

FIG. 1. Streaming in a closed cylindrical tube.
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Here the geometric factor is determined by the beam geom-
etry alone, different from that in the closed tubes@Eq. ~3!#.

In order to experimentally quantify the theoretical solu-
tions shown above, four circular tubes of selected diameters
were made in an agar-based tissue-mimicking phantom to
hold blood samples in thein vitro experiment. The streaming
in a large open space was approximated by a 400 ml low
form beaker~diameter of about 7.5 cm and length of about 9
cm! filled with blood. A HIFU transducer was used to gen-
erate streaming in blood in these tubes and the beaker. The
characteristics of HIFU beam were fixed during the experi-
ment. The HIFU beam near the focus was approximated as a
cylinder of uniform intensity with the size of the half-
pressure-maximum contour. Table I summarizes the tube ge-
ometry, ultrasound beam characteristics, and related blood
properties. The factorG in Eqs. ~2!, ~3!, and ~4! and the
streaming velocity in Eq.~1! were determined using these
parameter values and compared with the results of FEA
simulation and experimental measurement.

B. FEA simulations

The finite element modeling was used to simulate the
geometry and boundary conditions of the ultrasound beam
and circular tube. The size of four circular tubes and the
beaker, as listed in Table I, was used to create axisymmetric
models in a computational fluid dynamics software~ANSYS/
FLOTRAN™, ANSYS, Inc., Canonsburg, PA!. The ultra-
sound intensity was first converted to body force using7

F5
2aI

c
. ~5!

This force was then applied to the nodes of the mesh of
the finite element model within the beam intensity field. In
the first part of the simulation, the beam field was modeled
as shown in Fig. 1; namely, the beam is a cylinder of uniform
intensity~force! with the same length as the tube. The diam-
eter of the beam cylinder was 1 mm. Using the attenuation,

sound speed, and intensity values given in Table I, the body
force applied to the nodes was calculated to be 3057 N/m3. A
constant viscosity of 3 cP was specified as the fluid property.
The nonslip boundary wall condition was also applied. The
simulation converged after about 200 iterations and a steady-
state streaming flow was established. The maximum stream-
ing velocity was recorded in each of the four circular tube
models. A radial velocity distribution was also obtained at
the center of each tube in order to compare with the analyti-
cal results calculated using Eq.~2!.

In the second part of the simulation, the cylindrical
beam pattern was replaced with the beam pattern of the
HIFU transducer used in the experiment in order to provide
more accurate simulation data. The pressure field of the
HIFU transducer was measured with a needle hydrophone
~NTR, Seattle, WA! in water. Figure 2~a! shows the five pres-
sure contours at the focus of the HIFU transducer, corre-
sponding to the intensity levels of20.5, 21.5, 23, 25, and
210 dB, respectively, relative to the peak intensity at the
center. With these contours, the continuously distributed in-
tensity field was divided into five levels of uniform intensi-
ties. The shape of the intensity contours was simplified to
four rectangles in the middle and two symmetric arcs at the
outer boundary@Fig. 2~b!#. These intensities were then con-
verted into body forces using Eq.~5!.

The non-Newtonian viscosity of blood was also incor-
porated into this part of the simulation. The ANSYS/
FLOTRAN™ provides a Carreau model22 that describes the
viscosity of non-Newtonian fluid, such as blood. The math-
ematical representation of the model is expressed as23

m5m`1~m02m`!@11~lD !2#~n21!/2, ~6!

where m0 and m` are the viscosity values when the shear
rate D50 and`. l is a time constant andn is the power
factor. In order to use this model, the values of four param-
eters,m0 , m` , l, andn, need to be determined. The experi-
mental studies of blood viscosity suggested that the non-

TABLE I. Values of the parameters used to calculate the geometric factor in Eqs.~2!, ~3!, and ~4! and the
streaming velocity in Eq.~1!. The sizes of the circular tubes are those used in thein vitro experiment. The focal
size of the HIFU beam was measured with a needle hydrophone in water. The spatial peak intensity of the HIFU
beam was measured using a radiation force balance under continuous excitation. Since the HIFU transducer was
operated in the burst mode for real-time color Doppler measurement in the experiment, the temporal-averaged
intensity was used to estimate the streaming velocity~Ref. 19!. The spatial-peak temporal-average intensity was
calculated by multiplying the spatial peak intensity with the duty factor of the HIFU burst, which was 1% in the
experiment. The acoustic properties of blood were found in Ref. 20. Although blood is known to be non-
Newtonian, its viscosity approaches an asymptotic value of about 3 cP at high shear rates~.1000 s21! ~Ref.
21!. This constant viscosity was used for the calculation of streaming velocity.

Geometry of circular tubes Diameter@2r 0 in Eq. ~3!#
Length

0.5, 0.8, 1.4, and 2.1 cm
2 cm for all

HIFU beam characteristics Half-pressure-maximum focal
diameter@2r 1 in Eq. ~3! and 2a in
Eq. ~4!#

0.1 cm

Half-pressure-maximum focal length
@l in Eq. ~4!#

1.4 cm

Spatial-peak temporal-average
~SPTA! intensity (I SPTA)

24 W/cm2 @243107

~egr/s!/cm2#

Blood properties Acoustic attenuation~a! 0.1 Np/cm at 5 MHz
Sound speed~c! 15703102 cm/s
Viscosity ~m! 3 cP
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Newtonian behavior of blood could be approximated by
Casson’s equation,24 whose least-squares fit to the experi-
mental data gave the following equation:21

m5
t

D
5H 1.53Amp12.03Amp

D J 2

, ~7!

wheret is the shear stress,D the shear rate andmp is the
viscosity of plasma~1.2 cP!. In order to fit Eq.~6! to Eq.~7!,
the blood viscosity was calculated using both equations at 21
logarithmically spaced shear rates from 1 to 1000 s21. The
four parameters in Eq.~6! were adjusted by trial-and-error,
until the viscosity difference between these two equations
was smaller than 6% at these 21 shear rates. The following
values of these four parameters were found to give such a fit:
m0580 cP,m`53 cP,l511, andn50.26. The viscosity of
the blood samples used in the experiment was also experi-
mentally measured to further improve the accuracy of simu-
lation using Eq.~6!. The measurements were obtained using
a double-gap, coaxial-cylinder viscometer at room tempera-

ture. The viscosity of four measured blood samples was
2.0460.11 cP for the shear rates.500 s21. Consequently,
m` in Eq. ~6! was adjusted from 3 cP to 2.04 cP, while other
parameters remained unchanged. Figure 3 illustrates the
three viscosity curves as calculated using Eq.~6! with m`

53 cP and 2.04 cP, and using Eq.~7!. The viscosity curve
with m`52.04 cP was used in the simulation.

The simulation was first run to obtain the steady-state
streaming velocity after the body force and nonslip boundary
wall condition were applied. However, experimentally the
streaming was generated by bursts of HIFU followed a brief
delay after each burst before the color Doppler determination
of the streaming velocity could be made. Therefore, the ve-
locity decrease due to this time delay was considered when
the experimental measurements were compared with the
simulation results. The transient-time analysis calculates the
velocity decay after the body force is removed, which simu-
lates the cessation of the HIFU burst. The time difference
between the HIFU application and Doppler detection of
streaming was measured with an oscilloscope to be 16 ms in
this study. The transient analysis was then performed after
the steady state solutions were obtained. The simulation was
run after the body force was removed from the model and the
transient results at 16 ms were obtained. These results were
then available for comparison.

C. Experimental measurements

1. Integrated HIFU Õimaging system

As mentioned earlier, the acoustic streaming in this
study was investigated using a HIFU system. An integrated
HIFU/imaging system was used to eliminate the normal in-
terference of HIFU in the image so that ‘‘simultaneous’’
color Doppler imaging of the streaming in the fluid produced
by the HIFU energy could be imaged in real time. The details
of the design and implementation of the system have been
published.25 A brief description is included here~Fig. 4!. A
trigger signal which occurred in the middle of the image scan
was obtained from the scanhead@~F! 5–10 MHz, curved lin-

FIG. 2. ~a! The acoustic pressure pattern of the HIFU transducer as mea-
sured and mapped with a hydrophone. The specified contours are pressure
levels in dB relative to the peak pressure.~b! Simplified HIFU intensity field
for analysis using five uniform intensity levels of20.5,21.5,23, 25, and
210 dB. Note that they axis is plotted to different scales in~a! and ~b!.

FIG. 3. Blood viscosity for finite element simulation. Theasterisksare the
model available in the simulation program fit to thecircular data derived
from blood rheology literature. Thediamondsshow further adjustment of
the model to our measured viscosity data for blood shear rates greater than
500 s21. Thediamond curvewas used in the simulation.
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ear probe# of the ultrasound imaging system@~A! HDI-3000,
ATL Ultrasound, Bothell, WA#. This signal was used to ini-
tiate the HIFU onset-and-duration control circuitry~B!,
which let users control the time delay and duration of HIFU
excitation burst relative to the trigger pulse. The output pulse
from ~B! turned on and off the frequency generator~C!, thus
producing a low amplitude sinusoidal burst which was then
amplified by the power amplifier~D! and applied to the
HIFU transducer~E!. The HIFU transducer was a 5 MHz
single element~Sonic Concept, Woodinville, WA! with a di-
ameter of 16.1 mm and a radius of curvature of 35 mm. The
synchronization stabilized the spatial position of the interfer-
ence in the ultrasound image, and it could be adjusted to
leave a clear window for normal visualization of the region
of interest. The interference appeared as a bright band whose
width was determined by the duration of the HIFU excitation
burst. Both the HIFU transducer and the imaging probe were
clamped on a lab stand. The longitudinal axis of the HIFU
beam was aligned with the imaging plane~shaded area in
Fig. 4! and the HIFU focus was placed near the center of the
plane. This was achieved by visualizing the generation of
acoustic streaming in a beaker of milk mixed with cornstarch
as the scatterers. When HIFU was applied and streaming was
generated, the position of the imaging probe was adjusted
until the color Doppler display of the streaming showed that
the imaging plane was aligned with the central axis of the
streaming flow and the largest streaming velocities appeared
near the center of the plane. The relative position of the
HIFU transducer and the imaging probe was then secured on
the lab stand and used in the following experiments.

2. Acoustic streaming in closed circular tubes and a
large beaker

Four circular tubes, with diameters and lengths shown in
Table I, were made in an agar phantom@Fig. 5~a!#. Pig blood
was obtained under an institutional approved animal protocol
and immediately heparinized to prevent clotting. Each of the
circular tubes was filled with blood and a 200-micron thick
polyeythelene membrane was placed over the top of the
tubes. Water was added to the chamber above this membrane
to provide an acoustic standoff as well as to seal the blood in
the tubes@Fig. 5~b!#. The phantom was placed on a 3-mm
thick rubber sheet to absorb the HIFU beams after they
passed though the tube and phantom. The HIFU transducer
was positioned as shown in Fig. 5~b! so that the HIFU focus

would be at the center of each tube and the image scan would
display the streaming flow in a plane crossing the tube cen-
tral axis. The spatial-peak temporal-average~SPTA! intensity
of 24 W/cm2, with a duty factor of 1%, was used to test for
streaming. Streaming measurements were performed on each
tube by acquiring color Doppler images of streaming digi-
tally. The digital images were analyzed offline using com-
puter programs. The experiment was repeated for 10 sets of
blood samples.

The streaming in a large open space was approximated
by a 400 ml beaker filled with blood. After the beaker was
filled, the HIFU and imaging transducers were submerged
slightly below the blood surface. Therefore, unlike the earlier
setup with a water standoff, the HIFU intensity at the focus
was attenuated by the blood in the beaker between the trans-
ducer surface and the focus. A total of eight samples were
measured and streaming was recorded and analyzed in the
same way as mentioned above. All measurements were per-
formed at room temperature.

Programs were written in C~Microsoft, Redmond, WA!
and MATLAB™ ~Math Works, Inc., Natick, MA! to aid in
the offline analysis. The red~R!, green~G!, and blue~B!
values of each color pixel of the streaming flow were com-
pared with those of the velocity color map as displayed on
the same image. The best match was found which had the
minimum sum of the absolute differences of RGB between
the streaming color pixel and the color map pixels. Since the
velocity color map associated each color pixel with a veloc-
ity reading, the best match of color was converted into a
velocity magnitude. The angle between the HIFU and imag-
ing beams was measured from the ultrasound images and
used to correct for the Doppler angle for the streaming ve-
locities measured. The analyzed data allowed the production
of a two-dimensional velocity distribution map. Four differ-
ent velocity scales of color Doppler were used in the mea-
surement. The scales were selected according to the magni-
tude of streaming velocity in each tube so that the color
Doppler measurement would not be aliased. The largest ve-
locity scale could measure streaming velocity up to 23.8
cm/s. The maximum velocity of streaming in the tube was
obtained by averaging the 10 largest velocity pixels in each
color image. The color Doppler measurement of the maxi-

FIG. 4. Diagram of integrated HIFU/imaging system.~A! Advanced Tech-
nology Laboratory HDI-3000 ultrasound imaging system,~B! HIFU onset
and duration control circuit,~C! HIFU excitation frequency generator,~D!
power amplifier,~E! HIFU transducer,~F! 5–10 MHz curved-linear scan-
head; the shaded area represents the imaging plane that passes through the
HIFU beam axis. The connection between~A! and ~B! is the synchroniza-
tion pulse from the imaging scanhead~F!. FIG. 5. Phantom setup for the streaming in closed circular tubes.~a! Agar

phantom with four tubes of various diameters~Table I!. ~b! HIFU beam
focus, approximated as a uniform cylinder, was positioned at the center of
each tube. Water path standoff closed the top of the tube. Only one tube is
shown in~b! for clarity.
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mum streaming velocity was repeated three times and then
averaged for each blood sample in each tube. The mean and
standard deviation of the maximum velocity were calculated
for 10 samples measured in each of the four tubes and for
eight samples measured in the beaker.

3. Acoustic streaming in coagulating blood

The same integrated HIFU/imaging system with the
5MHz HIFU transducer was used. A single circular channel
with a diameter of 9.5 mm was made in an agar phantom to
hold blood samples. The HIFU and imaging transducers
were placed at the side of the channel so that the top re-
mained open for adding chemicals to induce coagulation in
blood. Thus the streaming was generated transversally in the
channel.

Blood samples were obtained from the first author, im-
mediately citrated to prevent clotting and kept at room tem-
perature before the experiment. For each experimental trial, 2
ml of blood was drawn from the vial and put into the channel
in the phantom. The SPTA intensity of HIFU was 31 W/cm2,
with the duty factor of 1%. The HIFU was applied in blood
for less than 2 seconds and the color Doppler images of the
acoustic streaming were recorded on videotape. The coagu-
lation was induced by adding calcium to the citrated blood in
the channel. The HIFU was applied for approximately 2 sec-
onds in every 2 to 3 minutes to monitor the change of
streaming velocity due to coagulation. This brief exposure
was used to minimize any effects HIFU might have on the
natural coagulation process. When it was found that no
streaming was being produced, indicating the blood had clot-
ted, the contents in the channel were then removed and vi-
sually examined to confirm the formation of a clot. A total of
four blood samples were studied.

The recorded color Doppler images were analyzed in the
following way. The frames showing the streaming velocities
were digitized using a frame grabber~Targa 2000 video cap-
ture card!. Selected images were then analyzed using Adobe
Photoshop® ~Adobe Systems, Inc., San Jose, CA! software.
First, the color bar in each image was divided into segments
of 0.5 cm/s increment, according to the given velocity scale.
The mean values of red~R!, green~G!, and blue~B! of each
segment were measured using the histogram of each color
channel. A lookup table was established to associate these
RGB values with the velocity magnitudes. Second, the area
of streaming in each still image was selected manually. The
mean R, G, and B values of the streaming area were obtained
using histograms. Third, these RGB values of the streaming
flow were compared with the lookup table. The velocity of
the streaming was then determined by finding the closest
match of RGB values in the table. Linear interpolation was
used when the RGB values fell between the table values.
Finally, these streaming velocities were plotted against time
as they were recorded during coagulation.

The echogenicity change of the clotting blood was also
studied for the comparison with the change of streaming ve-
locity. The same images were used as those in the streaming
measurement. A fixed area in the clotting blood in the image
was selected and the pixel density of the area was obtained
by taking the mean gray-scale level of the area. Since the

pixel density and the streaming velocity were measured in
different units, they were both normalized according to their
maximum dynamic range in order to compare with each
other. The pixel density was normalized by 256 gray-scale
levels. The streaming velocities were normalized according
to the velocity scale of color Doppler, which was@0,7.2#
cm/s in the experiment. The normalized echogenicity and
velocity were then plotted together over time to compare
their relative magnitude of change during coagulation.

III. RESULTS

Figure 6 shows the analytical solutions of the radial dis-
tribution of streaming velocity in four circular tubes, as cal-
culated using Eqs.~1! and~2!. The results of FEA simulation
in the same four tubes, using the cylindrical ultrasound beam
of uniform intensity field, are also plotted for comparison.
Two vertical dashed lines in the middle of each plot represent
the 1 mm ultrasound beam diameter. The results of FEA
simulation agree very well with the analytical solution for
the smallest tube@Fig. 6~a!#, where the tube diameter is 5
times the beam diameter. However, when the tube diameter
further increases, the analytical solution shows a larger in-
crease of streaming velocity than the simulation@Figs. 6~b!–
~d!#. In fact, the peak velocity in the simulation approaches a
constant when the tube diameter becomes more than 10
times larger than the beam diameter. This constant velocity is
approximately half of the magnitude of the analytical solu-
tion for the largest tube@Fig. 6~d!#. The area of forward flow
~positive velocity! grows with the tube size in the analytical
solution, whereas the simulation indicates a very limited in-
crease of forward flow area. While the magnitude of the
velocity of the reverse flow~negative velocity! remains simi-
lar in four tubes according to the analytical solution, it de-
creases significantly with the increasing tube size in the
simulation. Such a decrease is expected since the cross-
sectional area in which reverse flow occurs increases with
tube diameter~i.e., velocity would thus decrease for the same
total reverse flow in each tube!. Both the analytical solution
and FEA simulation has a zero flow rate through the tube
cross-sectional area because the tubes are closed.

In the second part of the FEA simulation, the measured
HIFU beam pattern was incorporated into the model to simu-
late the experimental setup. Figure 7 illustrates the velocity
vectors ~with overlaid HIFU beam contours! as obtained
from the simulation of streaming in the tube of 1.4 cm diam-
eter. The pattern of flow re-circulation is observed in the
tube. The vectors are drawn with a uniform length because
the reverse flow is so slow compared to the forward flow that
it would not be displayed on a magnitude-based vector plot.

Figure 8 is the Doppler measured streaming in blood in
the tube of 1.4 cm diameter. The picture has been rotated to
upright from the original ultrasound image, as it was scanned
tilted @Fig. 5~b!#. The color Doppler only acquired about 1.65
cm of the total tube length of 2 cm. HIFU was applied from
the top of the tube with its focus positioned at the center of
the tube. The color Doppler representation of velocity is
shown in gray-scale here. It can be seen that the peak stream-
ing velocity occurs at the center of the tube, where the HIFU
focus is positioned. The peak velocity appears below the half
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tube length~the 10 mm mark!, indicating a velocity build-up
along the beam. The similar velocity map was obtained for
the other three tubes and for the beaker.

In all cases except the smallest tube, there is no reverse
flow measured by color Doppler because the velocity is too
small to pass the clutter filter of Doppler detection~the cutoff

velocity was estimated from the velocity color map to be less
than 1 cm/s!. This observation agrees with the FEA simula-
tion that the magnitude of the reverse flow decreases when
the tube gets larger~Fig. 6!.

The peak forward velocities measured by color Doppler
in blood in four tubes are plotted in Fig. 9. The results of

FIG. 6. The analytical solution~solid line! and FEA simulation~circles! of
the radial distribution of streaming velocity in four closed circular tubes.
The vertical dashed lines in the middle of each plot represent the diameter of
the cylindrical ultrasound beam (2r 150.1 cm). The values of other param-
eters are given in Table I.

FIG. 7. Vector plot of HIFU-generated streaming using FEA simulation. The
HIFU force field is overlaid to show the beam pattern. The HIFU beam is
transmitted from the top of the tube. The HIFU focus is placed at the center
of the tube. The tube diameter is 1.4 cm and length is 2 cm.

FIG. 8. In vitro Doppler measurement of HIFU-generated streaming in
blood in a closed circular tube (diameter51.4 cm). The HIFU is applied
from the top of the tube. The gray scale pixels represent the magnitude of
the velocity component along the axial direction.
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FEA simulation with transient analysis are also plotted for
comparison. The transient analysis showed that the peak ve-
locity decayed to an average of 80% in 16 ms after HIFU
was stopped in these tubes. The simulation results of stream-
ing agree well with the experimental measurements, espe-
cially in large tubes. Both experiment and simulation show
that the peak velocity increases with the increasing tube di-
ameter, but eventually reaches an asymptotic constant when
the tube diameter is approximately 10 times larger than the
beam diameter. The peak streaming velocity in the large bea-
ker was measured by color Doppler to be 4.4961.42 cm/s.
The FEA simulation showed that the peak streaming velocity
was 4.51 cm/s in the beaker.

Table II gives the results of analytically calculatedG on
the axis in the closed circular tubes and open space, using
Eqs. ~3! and ~4!. For the FEA simulation and experimental
measurement,G was derived from Eq.~1! using the simu-
lated or Doppler-measured streaming velocity with the pa-
rameters given in Table I. The comparison demonstrates that
the FEA simulation closely agrees with the experiment re-
sults, both indicating an asymptotic value ofG when the tube
diameter increases. However, the analytical solutions predict
a monotonically increasingG when tube becomes bigger.
The analytical solutions ofG are approximately 2 to 4 times
higher than the estimations based on the experimental mea-
surement.

A significant decrease of streaming velocity was ob-
served in the four samples of coagulating blood~Table III!.
Figure 10 illustrates the velocity change over time in sample
#3 during its coagulation. The coagulation was induced at 19

min, after the baseline streaming velocity was obtained in
blood at 0, 2, 10, and 15 min, respectively. The streaming
velocity in blood was nearly constant around 3.7 cm/s~0.51
normalized!. After the coagulation was induced by adding
calcium, there was initially very little change in the stream-
ing velocity ~21 and 23 min!. This was the time period nec-
essary for calcium to activate the coagulation cascade. At
about 6 minutes after calcium was added, streaming velocity
started to decrease, indicating the formation of a fibrin net-
work that restricted the blood motion. The velocity decreased
gradually after this point. At approximately 30 minutes after
calcium was added, the velocity was only about 30% of its
initial value in the unclotted blood. At this point the sample
was removed from the channel in the phantom. The clot
formation was confirmed by visual inspection.

The change of normalized echogenicity of sample #3 is
also shown in Fig. 10. It can be seen that the echogenicity
varied very little in the unclotted blood. When the coagula-
tion started, the echogenicity of the blood decreased initially,
and then remained almost constant during the coagulation.
The percentage change of the echogenicity was approxi-
mately 5% on 256 gray-scale levels. On the other hand, the
change of streaming velocity was about 30% on a color Dop-
pler scale of 0–7.2 cm/s. Similar plots were obtained for the
other three samples. The echogenicity change exhibited no
definitively increasing or decreasing trend in four channels.
In contrast, the streaming velocity in all samples decreased
gradually during the coagulation process. The average nor-
malized change of streaming velocity during coagulation was
about 26% in four samples.

IV. DISCUSSIONS AND CONCLUSIONS

The general expression of streaming velocity@Eq. ~1!#
has been used in many studies to investigate the change of
streaming velocity when the intensity or viscosity is
varied.9,13,26,27 In those studies, the geometric setup of the
flow chamber and the beam were fixed so that the geometric
effect was eliminated for the comparison of velocity. How-
ever, in real clinical applications such as hemorrhage detec-
tion, the variation of hematoma shape and size may signifi-
cantly affect the generation and detection of streaming. It is
easy to appreciate the geometric effect on streaming, as it is
just a special case of fluid dynamics. However, it is very
difficult to theoretically quantify the geometric factor for

FIG. 9. Comparison of peak streaming velocities between experimental
measurements and FEA simulations in four circular tubes. A total of 10
samples were measured in the experiment.

TABLE II. Summary of G in closed circular tubes and large beaker. The
analytical solution was calculated using the parameter values given in Table
I. The Doppler and FEA estimations were derived using Eq.~1!, with the
measured or simulated streaming velocities as shown in Fig. 9.

G(31023 cm2)

Tube diameter~cm!
Large
beaker0.5 0.8 1.4 2.1

Analytical solution 2.71 3.95 5.40 6.32 8.33
Doppler estimation 1.52 1.86 1.87 1.88 2.22
FEA estimation 1.25 1.73 1.84 1.87 2.12

TABLE III. Streaming velocity in clotting blood. The velocity in blood was
measured before calcium was added to the blood samples to induce coagu-
lation. The velocity in clots was measured just before the color Doppler
signal of streaming disappeared in clots.

Sample No.

Streaming velocity~cm/s!

in blood in clots

1 3.6 2.1
2 3.2 2.0
3 3.7 1.2
4 4.7 2.5

Mean 3.8 2.0
Std. Dev. 0.6 0.5
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complex structures. The experimental quantification has been
lacking even for the simple geometry. This study quantifies
the effect of geometry on streaming magnitude for a simple
tubular model. The experimental results are compared with
the analytical estimation and FEA simulation.

Equation ~2! provides a simple solution to estimate
streaming velocity in a closed cylindrical tube. However,
some assumptions of this equation, such as an infinite long
tube and a uniform cylindrical beam, may be impossible to
be satisfied in practice. FEA simulation, on the other hand,
offers a method to closely approximate the real geometry of
both ultrasound beam and tube. The simulation in Fig. 6
models an ideal uniform cylindrical force field. The close
agreement between the analytical solution and the simulation
for the smallest tube@Fig. 6~a!# demonstrates that using Eq.
~1! with Eq. ~2! yields a good estimation of streaming in long
narrow tubes. Eq.~2! predicts an ever-increasingG as the
tube diameter increases, as long as the condition holds for
0,r 0 /r 1,`. However, when the tube diameter increases in
the simulation the tube becomes relatively short, breaking
one of the assumptions Eq.~2! is based on. The simulation
results show the streaming velocity approaching a limit in
large short tubes. Figure 6 suggests that Eq.~2! may overes-
timate the streaming velocity when the ratior 0 /r 1 is large
and the tube length is limited. This agrees with other inves-
tigators’ experimental measurement in similar cylindrical set-
ups. Starrittet al. found in their experiment that the esti-
mated streaming velocity using Eqs.~1! and~2! was 1.5 to 2
times higher than their measured velocity in a closed tube.28

They also measured the cross-sectional velocity profile at the
ultrasound focus and showed a similar plot as our simulation
result for the tube diameter of 1.4 cm, which has a narrower
forward flow and smaller reverse flow than the analytical
solutions predicted.

The length of the circular tubes used in this experiment
was slightly longer than the26 dB focal length~2 cm vs 1.4
cm! in order to prevent the HIFU beam from damaging the
phantom. However, the beam field in the middle region of
the tube was considered a good approximation to that shown
in Fig. 1. The experimental results show that the peak veloc-

ity of streaming generated by the HIFU beam appears
slightly post focal, as demonstrated by Fig. 8. The peak ve-
locity occurs at about 1.2 cm from the top of the tube al-
though the HIFU focus was carefully positioned at the tube
center, 1 cm from the top. This asymmetric distribution of
streaming across the tube center was also documented by
Liebermann,29 who suggested that this phenomenon might be
due to the omission of fluid inertia in the original derivation
of Eq. ~2! by Eckart. This buildup effect of streaming was
also observed in other studies that used highly or weakly
focused beams.30,31

The analytical solutions ofG in Table II were calculated
by approximating the real HIFU beam with a uniform cylin-
der. The calculation was independent from other parameters,
namely the acoustic intensity, blood viscosity, attenuation,
and sound speed. However, these parameters must be used in
order to deriveG from Eq. ~1! with the FEA-simulated or
Doppler-measured streaming velocities. By using the param-
eter values shown in Table I for acoustic intensity and blood
properties, the assumptions were made that the HIFU field
was approximated by a uniform cylinder and the blood vis-
cosity was a constant. Therefore, the FEA or Doppler esti-
matedG included both the geometric effects of varying the
tube diameter and the nongeometric errors of these approxi-
mations. The significant discrepancies ofG shown in Table II
between the analytical solutions and experimental measure-
ments suggest that the assumptions made on the beam geom-
etry and fluid properties need to be carefully considered
when estimating the streaming velocity using Eqs.~1!, ~2!,
and ~4!.

The FEA simulation is a valuable alternative for stream-
ing estimation when the geometry of ultrasound beam or
flow chamber is too complicated to obtain analytical solu-
tions and the experiment is difficult to conduct. The FEA
simulation method used in this investigation was similar to
the approach used by Nightingale and colleagues in their
study of streaming detection in the breast cyst.26 The major
differences are the use of non-Newtonian blood viscosity in
our simulation model and the transient analysis because of
the delay between the HIFU application and color Doppler

FIG. 10. Normalized change of echogenicity and
streaming velocity in coagulating blood. The arrow rep-
resents the time point when calcium was added to ini-
tiate the coagulation. The echogenicity is normalized
according to the gray scale of@0,255#. The streaming
velocity is normalized according to the velocity scale of
color Doppler,@0,7.2# cm/s.
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detection of streaming velocity. In this report, good agree-
ments are found in Fig. 9 between the FEA simulation and
experimental measurement. The simulated velocities in the
small tubes appear smaller than the experimental measure-
ments. This may be due to the approximation of HIFU beam
with five uniform intensity levels. In the large tubes the er-
rors of approximation are small because the beam is rela-
tively narrow compared to the tube. However, these errors
become significant when the beam geometry is comparable
to that of the small tubes. Dividing the continuously distrib-
uted HIFU beam into more intensity levels may reduce these
errors, but at the cost of a more complicated model. The
simulation also incorporated the non-Newtonian property of
blood. The literature report on the measurement of pig blood
viscosity is rare and the results are contradicting.32,33 We
only measured the viscosity of pig blood at a high shear rate
due to the limitation of the equipment. However, such a mea-
surement is considered sufficient because only the peak
streaming velocity was measured and compared with the
simulation and the shear rate around the region of peak ve-
locity is among the highest in the tube. The modification of
Casson’s equation with our measured viscosity at high shear
rates improved the estimation using Carreau viscosity model.
Further improvement can be made if the viscosity data are
available for a wide range of shear rate.

The transient analysis of FEA simulation was used to
study the decay of streaming after the HIFU force field was
removed. We found that in 16 ms the streaming velocity
decayed to 80% of the excitation value. Our finding com-
pares favorably with the results of Hartley, who found in
blood that the time constant of streaming decay~the point of
decay to 37%! to be about 80 ms.13 The decay of streaming
velocity is affected only by the viscosity and tube geometry
whereas the generation of streaming also is affected by the
acoustic intensity. It is therefore possible to measure the at-
tenuation coefficient and viscosity of the fluid by comparing
the generation and decay of streaming flows if the acoustic
intensity and sound speed are known.

It has been noted that Eqs.~1!, ~2!, and~4! do not take
into account the acoustic and hydrodynamic nonlinearity that
may arise when the acoustic intensity is high and the stream-
ing flow becomes turbulent. The results of incorporating
these nonlinear terms into Eckart’s analysis have been
given.28,31,34,35However, the solution of those analyses can
only be obtained numerically. The streaming in our study is
not likely to be turbulent because the Reynolds number is
estimated to be 50~assuming the blood viscosity of 3 cP,
blood density of 103 kg/m3, streaming flow diameter of 1
mm, and streaming velocity of 15 cm/s!. The acoustic non-
linear enhancement of streaming due to harmonic generation
has been observed in water.36 The biological acoustic nonlin-
earity terms B/A that have been measured37 demonstrate the
potential for such harmonic generation in blood if the acous-
tic pressures are high enough. However, Zauharet al. found
experimentally that, while increasing the acoustic pressure
from 0.2 MPa to 1.4 MPa~while maintaining a constant
temporal average intensity of 150 mW!, the streaming veloc-
ity of water prominently increased nonlinearly at pressures
greater than 0.6 MPa, whereas blood followed a consistent

gradual incline.27 This difference in behavior is most likely
due to the higher viscosity of blood than water, even though
the higher attenuation of blood would absorb the energy of
higher harmonics more rapidly than in water. Overall, to a
first approximation, the streaming in this study would appear
to comply with the linear assumptions made for Eqs.~1!, ~2!,
and ~4!, and the use of Eq.~5! to convert intensity to force
for the FEA simulation. This is confirmed by the agreement
found between the simulation results and experimental mea-
surements in large tubes~Fig. 9!.

Acoustic streaming has been studied to quantify the co-
agulation time.12 Our measurement in Fig. 10 also shows a
significant decrease of streaming velocity in clotting blood.
However, the challenge in hemorrhage detection is to iden-
tify a questionable area as unclotted blood, clots or other soft
tissue. We have discussed the complex appearance of blood
as imaged by regular ultrasound imaging. The use of stream-
ing would be most valuable in helping to decide the nature of
a sonographically indeterminate region. The echogenicity of
blood was measured as the mean pixel density in the re-
corded ultrasound images in this investigation. Although
commercial ultrasound systems usually use nonlinear trans-
formation to transfer the original echo signals to gray scale
displays, the pixel density is a measure of the perception of
how bright or dark a region appears in the image as we see it.
Figure 10 demonstrates the significant improvement of dif-
ferentiation between blood and clots when streaming detec-
tion was used, comparing with the change of echogenicity
during the same coagulation process. The reduction of
streaming velocity in clotted blood is mostly due to the in-
crease of viscosity. The attenuation coefficient and the speed
of sound in blood also increase during coagulation.38 Al-
though the increased attenuation coefficient results in a
higher radiation force@Eq. ~1!#, the viscosity increase is
more dominant in clots. One study showed that the blood
viscosity increased about seven times in value during
coagulation,39 compared to a 24% increase of the attenuation
coefficient in clots.38 The increase of sound speed further
reduces the streaming velocity. By using real-time color
Doppler detection of streaming, we also observed the change
of streaming flow pattern as blood was coagulating, such as
the diminishing of reverse flow in the clots. We also ob-
served a ‘‘checkerboard’’ appearance of color Doppler image
that did not appear as movements of bulk streaming. Com-
paring with spectral Doppler detection, color Doppler imag-
ing of streaming not only measures the magnitude of stream-
ing velocities but also displays the two-dimensional
visualization of streaming flows. This is especially valuable
in hemorrhage detection where the direct visualization of
streaming is more important than the quantified measurement
of velocity magnitude. Comparing with other detection
methods such as laser Doppler, hot-film anemometer and
MR, ultrasound detection of streaming has advantages of be-
ing portable, suitable forin vivo measurement and compat-
ible with the HIFU application that has shown the potential
for hemostasis application.

In summary, the results indicate that the size and coagu-
lation state of hematomas will affect the detection of stream-
ing in them. FEA simulation can be useful for estimating
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streaming velocity in various hemorrhage situations where
analytical solution is impractical. This estimation can help
determine the optimal ultrasound intensity and beam charac-
teristics to generate detectable streaming in blood. Further
investigation within vivo hemorrhage models is needed to
demonstrate the efficacy of streaming detection technique for
practical hemorrhage diagnosis.
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APPENDIX: DERIVATION OF THE VELOCITY OF
STREAMING GENERATED BY A FOCUSED BEAM IN
A LARGE OPEN SPACE

In Ref. 18 Nyborg studied the acoustic streaming gener-
ated by a focused ultrasound beam in a large open space. The
focal region was approximated to be cylindrical, with a ra-
dius ofa and a length ofl. The following equation was given
to estimate the streaming velocity,v, at the center of the
focal cylinder on the axis of the ultrasound beam:18

v5
DW

4pmac
F, ~A1!

wherem andc are the viscosity of the fluid and the speed of
sound.DW is the total loss of acoustic power in the distance
of the focal cylinder due to the attenuation; therefore,DW
52a lW, wherea is the attenuation coefficient of the fluid
andW is the time-averaged transmitted acoustic power at the
center of the focus.F is a nondimensional factor

F5
a

l
lnS x11

x21D , x5A11~2a/ l !2. ~A2!

SinceW is assumed to be uniform in the focal cylinder, the
acoustic intensity,I, can be calculated by

I 5
W

pa2 .

Therefore,DW can be expressed byI,

DW52a lW52a l •pa2I . ~A3!

Furthermore, whenl @a, as in this investigation wherel
514 mm anda50.5 mm,

F'
2a

l
lnS l

aD . ~A4!

ReplacingDW andF in Eq. ~A1! with Eqs.~A3! and ~A4!,
we obtain

v5
aIa2

mc
lnS l

aD . ~A5!

Comparing Eq.~A5! with Eq. ~1!, the geometric factor,G,
can be expressed as

G5a2 lnS l

aD ,

which is Eq.~4! in the main text.
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This study reports the source levels of clicks recorded from free-ranging white-beaked dolphins
~Lagenorhynchus albirostrisGray 1846!. A four-hydrophone array was used to obtain sound
recordings. The hydrophone signals were digitized on-line and stored in a portable computer. An
underwater video camera was used to visualize dolphins to help identify on-axis recordings. The
range to a dolphin was calculated from differences in arrival times of clicks at the four hydrophones,
allowing for calculations of source levels. Source levels in a single click train varied from 194 to
211 dB peak-to-peak~p-p! re: 1 mPa. The source levels varied linearly with the log of range. The
maximum source levels recorded were 219 dB~p-p! re: 1 mPa. © 2002 Acoustical Society of
America. @DOI: 10.1121/1.1433814#

PACS numbers: 43.80.Ka, 43.80.Lb, 43.80.Nd, 43.80.Pe@FD#

I. INTRODUCTION

The white-beaked dolphin has a black and white robust
body with a short, thick, gray, white, or brown rostrum. The
adult dolphins weigh between 220 and 350 kg and have
lengths between 220 and 280 cm~Reeveset al., 1999!. They
are endemic to the North Atlantic and can be found in groups
along the coast of Iceland during summer. The dolphins are
very curious and will often swim near boats and bow ride.

The presumed echolocation clicks from white-beaked
dolphins resemble those recorded from the bottlenose dol-
phin ~Tursiops truncatusMontagu 1821!. Bottlenose dol-
phins emit short, broadband clicks with peak frequencies
about 120 kHz~Au, 1980!. White-beaked dolphins also emit
broadband clicks 10 to 30ms in duration with peak frequen-
cies about 120 kHz, but some clicks from white-beaked dol-
phins have a secondary peak at about 250 kHz~Rasmussen
and Miller, in press!. In most acoustical studies, the orienta-
tion of the whale with respect to the hydrophones is un-
known and source levels cannot be calculated. Thus, source
levels, the sound pressure 1 m from the source recorded on
the acoustic axis, are reported for only a few odontocetes in
the wild. Source levels and other parameters of clicks from
several odontocete species during different recording condi-
tions are summarized in Table I.

The purpose of this study was to measure source levels
of clicks from free-ranging white-beaked dolphins using a
four-hydrophone array.

II. METHODS

Recordings were made in Icelandic waters not far from
Keflavik ~64°00.58N, 22°33.48W! between 22 and 26 Au-
gust 1998. Water depth at the recording sites was about 35 m
and the bottom was sandy.

We used a four-hydrophone array~Au et al., 1998! with
omnidirectional, calibrated ITC 1094 hydrophones having a
flat frequency response up to 160 kHz. The same array was
used to measure source levels from free-ranging spinner dol-
phins and spotted dolphins~Schottenet al., in press; Schot-
ten, 1997!. The three hydrophones were arranged in a tri-
angle with the fourth hydrophone in the center. The outer
hydrophones were spaced 0.61 m from the center hydro-
phone. The angle between each pair of outer hydrophones
was 120°. A small underwater video camera was attached
and fixed 10 cm above the center hydrophone. The hydro-
phone array was mounted on a long pole that was lowered to
a depth of about 2 m from the side of a 10-m motorboat. The
propellers were stopped during recordings, but the engines
idled. Hydrophone cables were connected to a multichannel
amplifier and then to a portable computer on board. Analog-
to-digital conversion~500 ksamples/s! was accomplished us-
ing two GAGE 1210 pc-boards. Dolphin signals were con-
tinuously digitized and stored in a temporary memory, but
only signals where the amplitude on the center hydrophone
exceeded a preset trigger Level were saved to disk. Up to 80
clicks could be stored in one data file. The clock time of the
computer was synchronized with the video and a time stamp
for each triggering was stored in a companion file. A com-
puter program determined the click with the highest ampli-
tude within the sample and used it to determine the received
sound-pressure level~SPL!. Clicks for calculating source
level were only used if these clicks showed high-frequency
components on all four hydrophones and had a click with the
highest ~or equally high! amplitude on the center hydro-
phone. Au~1993! has shown that on-axis clicks have high
amplitude and low distortion, while off-axis signals are more
variable. Cursors were manually set at the maximum positive
peak of each click on the four channels and time of arrival
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differences were measured. These differences were then used
to calculate the range to the dolphin from which source lev-
els could be determined, taking into account the transmission
loss due to spherical spreading but ignoring the frequency-
dependent attenuation due to the short distances~Urick,
1983!. The accuracy for calculating ranges extended up to 30
m when using this array~Schotten, 1997!. Source levels are
expressed in dB~p-p! re: 1 mPa and the trigger setting al-
lowed for the calculation of source levels~SL! greater than
about 180 dB.

III. RESULTS

Only files consisting of clicks on all four hydrophones
were analyzed and in these cases we assume the dolphins
were interrogating our array. A total of 1718 source levels
was calculated. The maximum recorded source level was 219
dB measured at a range of 22 m and the minimum recorded
source level was 189 dB measured at a distance of 1.5 m
from the dolphin. Figure 1 shows that source levels increase
with the log of range (R) (SL516 logR1192), giving a
correlation coefficient (r 2) of 0.69, which is significant@n
51648, one-way Anova, p,0.01 ~Zar, 1996!#. The
20 log (R) and 40 log (R) lines, which are the one-way trans-
mission loss and two-way transmission loss, respectively, are
included in Fig. 1.

Figure 2 shows an example where one dolphin pointed
its rostrum straight at the video camera during one second.
This example contained 14 clicks from a sequence with good
video recordings and many clicks. Source levels remain
fairly constant at 204 to 206 dB at ranges of 3.5 to 6.5 m, but
the source levels decrease to less than 200 dB at about a
range of 2.7 m. The results from this individual dolphin re-

flect the tendency that source level increases with range as
shown in Fig. 1.

Because of the way we selected clicks for source level
analysis and for other reasons, interclick intervals could not
be correlated with range.

IV. DISCUSSION

Source levels from free-ranging white-beaked dolphins
are similar to those reported from trained bottlenose dolphins
in open waters~Au, 1993!. Source levels for the bottlenose
dolphin varied from 208 dB at a range of 6 m to amaximum

FIG. 1. Source levels in dB~p-p! re: 1 mPa as a function of range~m!. The
source levels (n51718) increase with the log of range@y516 Log (R)
1192, r 250.69#, which is close to the one-way transmission loss@y
520 Log (R)#. The two-way transmission loss line@y540 log (R)# is also
shown.

TABLE I. Characteristics of some odontocete clicks and recording conditions. The table is compiled primarily
from field recordings where source levels could be calculated. Characteristics of clicks from bottlenose dolphins
are shown for comparison.

Species
Peak-frequency

kHz

Click
duration

ms

Maximum
source level

~p-p! dB re: 1 mPa
Number of

hydrophones
Recording
condition

White-beaked dolphin,
Lagenorhynchus albirostris

120a 10–30a 219b 4 Wild

Pacific white-sided dolphin,
Lagenorhynchus obliquidens

59 34–52 170 1 Captive, tankc

Bottlenose dolphin,
Tursiops truncatus

52 50–250 170 1 Captive, tankd

Bottlenose dolphin,
Tursiops truncatus

117 40–70 220 1 Captive,
open waters,
Kaneohe Baye

Long-snouted spinner dolphin,
Stenella longirostris

70 31 222 4 Wildf

Pantropical spotted dolphin,
Stenella attenuata

69 43 220 4 Wildf

Narwhal,
Monodon monoceros

40 29–45g 227 5 Wildh

Sperm whale,Physeter catodon 20i 200–300 232 4–5 Wildj

aRasmussen and Miller~in press!.
bThis study.
cFahneret al. ~in press!.
dEvans, 1973.
eAu et al., 1980.

fSchotten, 1997.
gMiller et al., 1995.
hMøhl et al., 1990.
iWahlberg ~personal communication, 2001!.
jMøhl et al., 2000.
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of 230 dB at a range of 77.7 m~85 yards! to the target. The
source level was 214 dB at a range of 20 m~Au, 1980!. We
calculated source levels of clicks from free-ranging white-
beaked dolphins to 20862 dB (n520) at a range of 6 m and
21462 dB (n520) at a range of 20 m. Thus, source levels
are essentially identical for these two species at the same
target distance. We found a maximum source level of 219 dB
when the dolphin was at a distance of 22 m. Our measuring
system was limited at greater distances, so white-beaked dol-
phins can presumably produce clicks as loud as those from
bottlenose dolphins. The maximum recorded source level
from bottlenose dolphins~230 dB! was measured from one
click in a sequence with an average source level of 220 dB
~Au, 1980!.

Calculated source levels from white-beaked dolphin
clicks also resemble source levels from free-ranging spinner
dolphins and spotted dolphins~Table I!. Schotten~1997! re-
ported source levels between 195 and 222 dB for spinner
dolphins and between 197 to 220 dB for spotted dolphins.
The minimum source levels in these recordings, as in our
recordings, are dependent on the trigger level of the record-
ing setup. Source levels of clicks from the Pacific white-
sided dolphin~Lagenorhynchus obliquidensGill 1865! mea-
sured in a tank were 170 dB~Evans, 1973!; recently, Fahner
~in press! measured source levels between 149 and 157 dB
for the same species also in a tank. Bottlenose dolphins pro-
duce lower intensity clicks in tanks than in open waters~Au,
1993!.

Our method of selecting clicks assured that these were
directed toward the array and presumably on-axis, or nearly
so. Assuming the array was the target, source levels in-
creased linearly with the log of range for clicks from white-
beaked dolphins~Fig. 1!. Source levels also increase with
range for a single dolphin looking straight towards the video
camera~Fig. 2!. This is the first documented case that shows
a significant linear relationship between the source level and
the log of range for a dolphin species. We expected the in-
crease in click level to fall on the 40 log range line~Fig. 1!,
which would compensate for the two-way transmission loss
for increasing distance. Had this been the case, the received
echo level would be constant and independent of distance
assuming no changes in target reflectivity. Surprisingly, the
regression line@16 log (R) in Fig. 1# is closer to the one-way
transmission loss with distance@20 log (R) in Fig. 1#. This
implies that the sound level impinging on the target is nearly
constant. Thus, as the dolphin closes on the target the re-

ceived echo level increases by 6 dB for each halving of dis-
tance. In fact, this is exactly what bats do, except we know
that contractions of the middle-ear muscles attenuate audi-
tion, thus compensating for the increased echo level, at least
over some ranges~Henson, 1965; Hartley, 1992!.

The white-beaked dolphin apparently controls the en-
ergy it puts in the outgoing signal. We found a variation in
source levels of about 20 dB at any given range below 10 m
~Fig. 1!. At greater ranges the variation decreases. These
variations are greater than we expected based on an assumed
beam pattern similar to that of the bottlenosed dolphin, and
on our method of selecting clicks for source level calcula-
tions. We therefore assume that the variation in source level
is produced by the dolphin. Because of this, dolphins might
compensate for the two-way transmission loss at ranges be-
tween 1 and about 3 m and for the one-way transmission loss
at greater distances~up to about 14 m!. Source levels for
bottlenose dolphins can be quite variable in a click train. Au
~1993! shows an example with 17-dB variation in source
level in one click train produced by a dolphin during a sonar
task, and variations as much as 20 to 25 dB were not uncom-
mon.

The source levels of most odontocete echolocation sig-
nals are considerably higher than even the most intense bat
signals. After converting source levels in dB~re: the refer-
ence Pa! to energy flux density (J/m2) and assuming the
signals are on the acoustic axis, the strongest bottlenose dol-
phin clicks are about 30 dB above the most intense signals
recorded from a bat~Eptesicus serotinus, Jensen and Miller,
1999!. The strongest white-beaked dolphin clicks are about
15 dB above the bat signals. However, harbor porpoise clicks
~Phocoena phocoena, Au et al., 1999! are about226 dB
relative to the strongest bat signals.

In conclusion, four dolphin species in three genera use
clicks with high source levels when recorded in the wild or
in open waters. Assuming our hydrophone array was the tar-
get, clicks from free-ranging white-beaked dolphins show a
clear linear relationship between source level and log of
range. This is the first documented case of decreasing source
level with decreasing distance to target for free-ranging dol-
phins, but we predict this relationship will hold for other
dolphin species as well.
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The appendix to the original paper1 contains certain
functions, obtained elsewhere,2 that describe the temperature
fluctuations of a pulsating bubble or droplet in a sound wave.
Those functions contain an error3 that invalidates theexplicit
results obtained in Ref. 1 for the attenuation and sound speed
of gas bubbles and pulsating droplets at finite frequencies.
The general theory developed in Ref. 1 is not affected by the
error. Corrections for the temperature ratio,T, and for the
related pressure ratio,P, have been obtained4 and are given
below. To save space, the corrected results for these func-
tions are given in complex form. In the notation of Ref. 1,
they are given by

T5Fj13
kf

kp

1

qi
2F

~j21!GP , ~1!

where qi
252izp

2 and whereF now represents the complex
function given by Eq.~3.40! of Ref. 2. This function is iden-
tical to Epstein and Carhart’s functionF(b,bi),

5 and to the
inverse of Allegra and Hawley’s functionH,6 that is,

F5
1

11z2 iz
1

kf

kp
G~qi !, ~2!

whereG(qi)5 j 0(qi)/qi j 08(qi). The corrected pressure ratio,
P, is given by

P5
12 i d̂ th

12~v/v0!22 i d̂
, ~3!

where d̂ is the total nondimensional damping coefficient,
which in this case is given byd̂5d̂th1d̂ac because viscosity
is not included in the formulation, andv0 is the resonance
frequency for the radial pulsations of bubbles or droplets,
given by

v0
25VT0

2 ~11b2!k r /z. ~4!

Herez5rp0csp
2 /gpp0 , a quantity which reduces to unity for

perfect gases, andk r is the real part of a complex polytropic
index,k5k r1 ik i , given by

k5zS 12
~gp21!

gpj

T

P D 21

. ~5!

This is determined by using~1! for T/P. This equation also
shows that the polytropic index depends on the frequency.
Thus, contrary to what was stated in the original paper, the
resonance frequency varies as the frequency of the incident
wave changes. In the case of gas bubbles,~4! is nearly equal
to Prosperetti’s value.7 Finally, the thermal and acoustic
damping coefficients appearing here are also obtained from

the complex polytropic index, throughd̂th5uk i u/k r and d̂ac

5b(v/v0)2, respectively.
The corrected values ofT andP should be used in the

compressibility theory developed in Ref. 1 to obtain the at-
tenuation and dispersion for bubbles and droplets. Below are
some figures that show the effects of the corrections in the
most important cases.

FIG. 1. Revised Fig. 13 of Ref. 1. Comparison between the attenuation
predicted by the compressibility theory with Silberman’s Fig. 5 data.fv
50.01,a50.528 cm.
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We first consider bubbly liquids. Figure 1 shows the
attenuation for gas bubbles as predicted by the corrected
theory, together with the experimental results of Silberman.8

This figure replaces Fig. 13 of Ref. 1. It is seen that the
corrected theory departs from the initial one at lower fre-
quencies, where it agrees well with Silberman’s experiments.
A similar agreement had been reported earlier by Com-
mander and Prosperetti9 who used a different theory. I had
referred to that agreement as being fortuitous. That statement
is clearly incorrect and is withdrawn. Figure 2 shows the
phase velocity for gas bubbles as predicted by the corrected
theory, together with the experimental results of Cheyne
et al.10 The corresponding original results are shown in Fig.
14. As in the attenuation case, the differences between the
corrected theory and that of Commander and Prosperetti are
small.

We now turn to emulsions. Figure 3, which replaces Fig.

5~a!, shows the various attenuations in the case of an emul-
sion of toluene droplets in water. Figure 4 compares the cor-
rected attenuation predictions to the experimental results of
Allegra and Hawley.6 The plot is shown in the manner used
by those investigators to report their measurements. It should
be added that the agreement between the compressibility
theory and the experimental results displayed by this figure is
closer than that reported earlier on the basis of dissipation
alone~Fig. 2 of Ref. 4!. Finally, Fig. 5 shows the corrected
phase velocity ratios for an emulsion composed of toluene
droplets in water. This figure replaces Fig. 9~b! of the origi-
nal article.

To conclude, it should be stressed that the general com-
pressibility theory developed in Ref. 1, whose results are
expressed by Eqs.~2a!, ~33!, and~34! of that article, remains
unchanged.

FIG. 2. Revised Fig. 14 of Ref. 1. Comparison between the phase velocity
predicted by the compressibility theory with the experimental results of
Cheyneet al.10 f50.01.

FIG. 3. Revised Fig. 5~a! of Ref. 1. Nondimensional attenuations for 100
mm toluene droplets in water.fv51023. ——— Thermal; ––– thermal,
Isakovich; --- translational;̄ acoustic.

FIG. 4. Comparison between the attenuation predicted by the compressibil-
ity theory of Ref. 1 with Allegra and Hawley’s data for toluene drops in
water as shown in Fig. 4 of their paper.fv50.2, a50.3mm.

FIG. 5. Revised Fig. 9~b! of Ref. 1. Phase velocity ratioscs(v)/cs f for an
emulsion of 100-mm-diam toluene drops in water.fv51022. ——— Ref-
erence 1, Eqs.~48! and ~49!; ¯ Uniform pressure theory.
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